ELEMENTARY PROOFS OF SOME BASIC FACTS
CONCERNING ORDER STATISTICS

By
G. HAJOS (Budapest), member of the Academy, and A. RENYI (Budapest),
corresponding member of the Academy

Let &,...,& denote a sample of size n from a population with the
distribution function F(x). By other words, &, ..., & are mutually independent
random variables with the common distribution function F(x). Let &f,... &
be the same set of variables, rearranged in increasing order of magnitude, i. e.

Et == Rk(‘;:l, . ey gu)?
where Ry(xi, ..., x,) denotes the A’th term of the sequence obtained by
rearranging the naumbers x,,..., x, in increasing order of magnitude.

The present paper deals with the order statistic &:. Some basic facts
will be proved by simple methods. We aim expressively to avoid the cal-
culus and at reduction of any calculation to possibly minimal extent. As
consequence, our results may be easily checked by calculation in various
different ways, which we are not intended to mention.

Our results seem us mostly to be known, though we did not find
some of them explicitly in the literature. We endeavoured to give an elementary
and systematic treatment of our subject. Accordingly, our paper may be of
methodical interest. As to the literature we refer to the bibliography compiled
by S. S. Wiks [3] and by the second named author [4].

1. In order to obtain distribution-free results, i. e. results independent
of the distribution function F(x), we introduce .= F(&) (k=1,...,n). If
we suppose that y= F(x) is strictly increasing and continuous, the same
holds for the inverse function x—= F'(y) and we have'

P <x)=PE < F'(@)=FF '(x)=x O=x=1),
what shows that the variables ,,...,%. are uniformly distributed in the
interval (0, 1). Putting nt=F(&) (k=1,...,n) we have

g = F(E == FR(E,, . ., 5)) = RilF(E); . .. FAER))— Ri(mis. - - -5 Tu):
Consequently 77, ..., are order statistics of a sample of size n from a
population of uniform distribution in (0, 1).

1 P(A) denotes the probability of the event A.
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Accordingly, we confine ourselves in what succeeds to the research of
the order statistics 7x. Our results may be interpreted as facts concerning the

original order statistics &.

2. The variables #j are not independent, the relation #; = 7 (in case
j < k) contradicts the independency.
The joint density function of the variables i, ...,y is

) Joa ) =L W=x=-=x.=1)

As a matter of fact, if £ denotes any measurable subset ot the n-dimensional
simplex defined by the inequalities 0 =x, =--- = x, = 1, we have
P((t; -, w) € E) = 2 P((Wss - --» )€ E),

where the summation is extended over all permutations i, ..., 7, of the indices
1,...,n and the density function of (»:,...,#;) is equal to 1 at any point
(X550 Xn) OF the ciibe O =x=1 =1,.. ., 1)

; Considering now the case that 7ni=c¢y,...,n=c. 2=k=n) are
fixed, we state that #1,..., 5i-1 are order statistics of a sample of size k—1
from a population of uniform distribution in the interval (0, c;). In fact, this
is true if #y,..., 751 are furnished by any given k—1 variables out of
7., - .-, Na, Since these k—1 variables are uniformly distributed, even within the
cube 0=x;=c¢, (i=1,...,k—1). Thus, by (1), the joint density function
of the variables 1, ..., ni-1, under condition ni=cy,...,mp ==Cy, is

k—1)!
2) f(xj,...,xk-lﬁck,..-,c“)z( H) O=n=-=%1 E)
Ck

By the same argument, if ni =c¢i,...,nr=0c: (1 =k =n—1) are fixed,
Nis1, - - -, Mu are order statistics of a sample of size n—k from a population
of umform distribution in the interval (cx, 1) and the joint density function of
the variables i1, ..., nn, under condition 1t =cy, ..., ji==0c, IS
(n—k)!

(3) Pt s s K| Crpw v 55 Br) = Tl )

Since (2) and (3) depend only on ¢, our statements hold also under the
only condition 7;=cx, i.e. (2) and (3) give also the values of the functions
S, oo, Xep|er) and f(xisa, .. ., Xa| k), and the same holds vnder any restriction
on the non-occurring variables. By the same argument, under condition
Nt = Cx, the sets of variables (7i,..., 7i-1) and (#%;1,..., 1) are independent.
By other words, order statistics form a Markov chain.’

3. The joint density function of the variables vi.y, ..., (1 =i<k=n)is

1).

(C1:§x15+1 é"'éxn-_—:])

[IA

| 3
(4) _le.-(xi}—ly & W xk) = l'(nnik)' x;+l (1 _x,._)”_l (O = Xixl = e = X

2 A. N. Kormocororr [1] was the first to remark this.
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Indeed, the joint density function of the variables #t,..., %7, mist, ..., 4,
under the condition
(C) Nitt == Xit1, « - oy Nh = Xy,
is clearly given by
= e soriex)
fik(xH-l; ceey xk) :
On the other hand, since the variables 71, ..., 7] are by the Markov chain
property, under condition (C,), independent of the variables #j.,,..., %%, we
have

Ty ey Kby Xty i3 K| Ky s 0 50 Xk

o B s b e e g ey
:f(xl, $aresy x,-|x,~+1, Seisiy x,t)~f(x;;+1, ity x,,]xl, aimbely xk).
Taking into account (1), (2) and (3), comparison of both statements estab-
lishes (4).
By (5), taking the special case i+ 1=Kk the density function of i is

e n! k-1 U Y
'(5) fk(xl.') T (k— 1)! (n—k)! Xk (1 '_xl\‘) S pnk(x),
i. e. order statistics ;. have Beta-distribution.
The joint density function of any nk,....m, 1=k<---<k.=n)
variables is
Pt iy iy Xy = Coos i X =) Qi) ™ T (=)™,

where

C A n!
e T Y | —" N Y G - —— Y 7 y—"

and
O=x=...285=1

The proof is given immediately by the above argument, if we consider
instead of (C,) the condition

(C-’) '1/‘:’1 =Xy oo ,lz,. = Xy,
divide (0, 1) by x;,...,x. into r4 1 subintervals, and take into account that,

by the Markov chain property, the sets of variables 7! lying in these sub-
intervals are independent under condition (C,).

4, We define 75=0, 15,1 =1, and introduce the variables
O = T — N, (k=1,...,a+1).

Since 9, ..., 0, are obtained from 7,..., 5, by a measure-preserving linear
transformation, their joint density functions are equal at corresponding
places. By corresponding transformation y, = x;, ys=Xx—Xx1 (k=2,...,n)
of (1) the joint density function of the random variables 0,,...,0, is

(6) s = h=0...,90m=0; 14+ Fy.=1).

1%
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We conclude from (6) that the variables d,,..., d, have the same dis-
tribution. As the distribution of 7, is symmetric with respect to the point
%, this symmetry holds also for the joint distribution of (..., 7). Es-
pecially, d;==11 and 0,,;=1—n; have equal distributions. We draw the
conclusion that the variables 0., ..., 0,1 are equally distributed.

Their common density function is that of »i, given by (5),

Bur(x) =n(1—x)"" O=x=1).
Their common mean value is, because of O+ --- +0,.1—1,
1

(7 M(().k)=n—_*_] (k:I,...,n—i—l).

5. The variables o, ..., 0,41 are not only equally distributed, but are
also equivalent variables, i. e. their joint distribution remains invariant under
any permutation of them. This is established by (6) for permutations of
d,,...,0,, by the above mentioned symmetry for the permutation
(0, ..., 0011) > (0011,...,0), and by successive application of these for any
permutation of di, ..., du.

In consequence, the distribution of the difference

Nisr— 1 = Oip1+ -+ + Opi O=i<it+k=n+1)
depends only on £, is therefore equal to that of #%, hasthe density function (5),

k
n41"-
Especially, the range 4==1,—ni has the density function
B (X) =n(n—1)x"2(1—x) O=x=1)

and, by (7), the mean value

and the mean value
M) =""= = +1

6. As previously stated, under condition #; ==cx, ..., 5, = c¢. the variable
ni (1 =i<k=n) is the I’'th order statistic of a sample of size kt—1 from
a population of uniform distribution in the interval (0,.c;). Hence, the distri-
bution of the quotient ,']Ii does not depend even on ¢, remains therefore un-

:
altered if #x, ..., n: are not fixed, and has, by (6), the density function
Biir-1,1(x). Thus, both differences and quotients of order statistics »; have
Beta-distribution.

The variables —,— (k= ., n) are mutually independent. Indeed, by

Nk+1

#

above statement, the distribution of does not depend on the values of

H\+I
7}I+l l'fu- 1 ,j)l *
. = -

Niks1y - -+, G, is therefore independent of cony o,
’1I\+2 N N1
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Moreover the independent variables

% \k .

*;;t:( e
Y1)

are uniformly distributed in the interval (0,1)." As a matter of fact, the dis-

tribution function of 7, is

P@.<x)=[IP<n=x" (O=x=1)

Correspondingly, since ',f" is the K’'th order statistic of a sample of size k

Nk

from a population of uniform distribution in (0, 1), we have

*
/] k p
P ‘—i—— < x) = x*,
,Hifl
‘Whence

\ 1 ® k
P(;z<x):P( b Lf?c):x,

Ni+1
establishing our statement.
7. We introduce the random variables

(8) D sm e TGy i I (k=1,...,n).

Mi+1
These are, according to our preceding result, mutually independent and equally
distributed, with the distribution function

P@i<x)=P@E:>e)=1—e" (x=0),
i. e. have exponential distribution with mean value 1.
From equations (8) we get

9) e e R (S )

T
Consequently, the logarithms of the order statistics 7 form not only a Mar-
kov chain, but also an additive chain, i. e. they are consecutive partial sums
of a sequence of mutually independent random variables.

We expressed by (9) the order statistics 7: as simple functions of
independent and equally distributed random variables. Starting from this fact,
limit theorems on order statistics may be obtained, by means of the central
limit theorem, in a simple and straightforward way. This has been shown by

the second named author [4].

(Received 4 May 1954)

3 This was proved by S. MaLmquist [2]; his proof is rather complicated.
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IJIEMEHTAPHOE JIOKA3SATEJBCTBO HEKOTOPBLIX OCHOBHbIX
®AKTOB TEOPUI BAPUMALIMIOHHBL! PS/IOB

. XAMOLU u A. PEHBU (BypanewrT)

(Pezwme)

B pa6ote, KOTOpasi MMEET NMPEUMYILECTBEHHO METOAMYECKHil XapakTep, AaeTcs cucre-
MaTHMUYECKOE U 3JEMEHTAPHOE U3I0’KEHHE HEKOTOPBIX OCHOBHBLIX (JaKTOB TEOPHUN BapHALMOH-
HBIX PsARoB. IIyCThb 7y, s, . .., 7, — HE3ABUCHMbIE CIy4allHbIE BEJIMYHHBI, KOTOPbIE PABHOMEPHO
pacnpenenenst B unrepsane (0,1), mycte #4f= 73 = ... = ) —Te ke BeJINYNHBI, PACHONO-
>KEHHBIE B BO3pAacTalOLIeM nopsake. JOKasbIBaeTCs, MEXKAY NMPOUYNM, OY4EHb TIPOCTO, YTO BEJIN-
unuel 7f (k=1,2,..., n) obpasyior uens Maprora (teopema A. H. Koamoropoera,

cM. [1]), Gomee Toro, urto BeamumHel In%j (k=1,2,..., n) 00pasyloT aaJUTHBHYIO LEMb.
e

MapkoBa, TaKk Kak Cly4dailHble BeIMYMHbI (:ﬁf ) tk=12,...,n;95,1=1) He3aBUCUMBI W
Nk +1

paBnomepHo pacnpenenensl B natepsaiae (0,1) (reopema C. MaamkBucTa, oM. [2]).
C nomowplo 9TuX (PaKTOB BO3MOYKHO JOKA3aTE€ALCTBO MHOTHMX NpPEAEIbHBIX TEOPEM Teopuir
BAPHALMOHHLIX PSOB HA LEHTPAILHYIO MPEJebHYI0 TEOPEMY Teopun BeposiTHocTel (CM. [4]).



