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Introduction

The axiomatic foundation of probability theory given by A. N. Ko lm o ­
g o r o v  [1] in the year 1933 has been the starting point of a new and bril­
liant period in the development of probability theory. According to this theory 
to every situation (experiment, observation etc.) in which chance plays a 
role, theie corresponds a probability space [5, 61, P], i. e. an abstract space 
5  (the space of elementary events), a o-algebra & (the set of events) of 
subsets of S, and a measure P(A) (the probability of the event A) defined 
for A £ é l and satisfying P (S ) 1. The-theory of Kolm ogorov  furnished an 
appropriate and mathematically exact basis for the rapid development of 
probability theory, which took place in the last 30 years, as well as for its 
fruitfull application in a great number of branches of science, including other 
chapters of mathematics too. Nevertheless in the course of development there 
arose some problems concerning probability which can not be fitted into the 
frames of the theory of Kolm ogorov .

The common feature of these problems is that in them unbounded meas­
ures occur, while in the theory of K olm ogorov  probability is a bounded 
measure normed by the condition P (S ) : 1. Unbounded measures occur in
statistical mechanics, quantum mechanics, in some problems of mathematical 
statistics (for example in connection with the application of the theorem of 
Bayes) as limiting distributions of Markov chains and Markov processes, in 
integral geometry, in connection with the applications of probability concepts 
in number theory etc.

In the theory of Kolm ogorov  it has, for instance, no sense to speak 
about a probability distribution which is uniform on the whole real axis or 
on the whole plane, further it has no sense to say that we choose an integer 
in such a way that all integers (or all non-negative integers) are equiprobable.

At the first glance it seems that unbounded measures can play no role 
in probability theory, because, in view of the connection between probability 
and relative frequency, probability clearly can not take any value greater than 1. 
But if we observe more attentively how unbounded measures are really 
used in all cases mentioned above, we see that unbounded measures are
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used only to calculate conditional probabilities as the quotient of the values 
of the unbounded measure of two sets (the first being contained in the 
second) and in this way reasonable values (not exceeding 1) are obtained. 
This is the reason why unbounded measures can be used with success in 
calculating (conditional) probabilities. But as the use of unbounded measures 
can not be justified in the theory of Kolm ogorov , the necessity arises to 
generalize this theory. In the present paper such an attempt is made.

Clearly in a theory in which unbounded measures are allowed, condi­
tional probability must be taken as the fundamental concept. This is natural 
also from an other point of view. In fact, the probability of an event depends 
essentially on the circumstances under which the event possibly occurs, and 
it is a commonplace to say that in reality every probability is conditional.

This has been realized by several authors; I mention here without aiming 
at completeness only H. Jeffreys [2], H. Reichenbach  [3], J. Ke y n e s  [4], 
R. Ko o pm an  [5], A. Co p e l a n d  [6], G . A. B arnard [7] and I. J. G o o d  [8]..

But none of the mentioned authors developed his theory on a measure- 
theoretic basic. The axiomatic theory developed in the present paper com­
bines the measure-theoretic treatment of Kolm ogorov  with the idea proposed 
by the authors mentioned (and also by others) to consider conditional proba­
bility as the fundamental concept.

The novelty of the theory lies only in this combination. It follows from 
what has been said that in developing the theory proposed in this paper we 
follow the same way as Kolm ogorov , only we try to go one step further. 
Thus, this new theory should be considered as a generalization of that of 
Kolm o go ro v . In fact, it contains the theory of Kolm ogorov  as a special 
case, but includes also cases which can not be fitted into the theory of 
Kolm o go ro v , namely cases in which conditional probabilities are calculated 
by means of unbounded measures.

Among the authors mentioned above only H. Je ffr e y s  uses explicitely 
unbounded probability distributions (especially random variables |  for which 
log £ is uniformly distributed on the whole real axis) but he does not give 
an exact mathematical meaning to such distributions, and restricts himself to 
the remark that it is a mere convention that to a certain event there corres­
ponds the probability 1; he says that in some cases instead of 1 the value 
+  °o can also be taken.

The attempt to extend the scope of the mathematical theory of proba­
bility with the aim to give a well founded basis for such calculating proce­
dures which were successfully used in many fields of applications without 
being mathematically rigorously justified, has many analogues in the history 
of mathematics. I mention only, as one of the latest such successful attempts, 
that of S. L. S obolev and L. S ch w artz , concerning the generalization of the
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notion of a function, to include, for instance, the function of Dirac, together 
with its derivatives etc.1

The theory as presented in this paper is still far from being fully devel­
oped; we restrict ourselves to give here only the axioms and their immediate 
consequences (§ 1), further to discuss some examples (§2) and applications 
(§ 3), and finally to develop some “conditional” laws of large numbers (§ 4). 
As an application of the conditional strong law of large numbers, a generali­
zation of B orel’s theorem on normal decimals for Canto r’s series is given.

I hope to return to the questions left unsolved in a forthcoming publication.
I had the occasion to lecture on the present theory in 1954 at several 

congresses: in Budapest [9] at the General Assembly of the Hungarian Aca­
demy in May 1954, at the Conference on probability and statistics in Prague 
in June 1954, at the International Congress in Amsterdam [10] in September 
1954, at the Conference on probability and statistics in Berlin [11] in October 
1954 and at the Conference on stochastic processes in Wroclaw in December 
1954. At these (and other) occasions many valuable remarks have been made. 
I mention only the following ones: В. V. G n e d e n k o  kindly informed me in 
Prague in June 1954 that in a lecture held some years ago in Moscow A. N. 
Kolm ogorov  himself has put forward the idea to develop his theory in 
such a manner that conditional probability should be taken as the funda­
mental concept, but he never published his ideas regarding this question. 
I was glad to learn from this information that my attempt, besides of being 
a continuation of the work of K olmogorov , follows the lines which have 
been pointed out by himself. In § 3 an inequality of J. Hájek is used which 
he communicated to me in Prague in June 1954. A proof of this inequality 
is published in a joint paper of the author and J. H ájek [12] in this volume. 
Some interesting measure-theoretic problems, which arose in connection with 
the present paper, have been solved by Á. Cs á sz á r : his results, which he

1 The Dirac «-“function” and the uniform distribution on the whole real axis (or the 
whole space etc.) arise in the same way in quantum mechanics and they are in a certain 
sense dual to each other. As a matter of fact, it is easy to verify the following fact connected 
with Heisenberg’s uncertainty relation (for the sake of simplicity we restrict ourselves to
the one dimensional case): if the wave function y>(x) of the position of a particle degener­
ates into a Dirac <5-“function”, the wave function q (p )  of the impulse of the particle degen­
erates into a function for which | <p (p )|2 =  const, is the “density” of a “uniform proba­
bility distribution in the whole phase space”. This can be shown as follows: as it is known, 
denoting by <p(p) the wave function of the position and by <p(p) the wave function of the

+  co ip x

impulse of a particle, we have y(/>) =  у (x)e h dx. This formula shows that if
1'2nh J-CO

J {PX0
y (x )  degenerates into the Dirac function S(x—x0), we have <f (/?) -  —-------e h for
which I <p(p)Is =  const. \2 n h



288 A. R“ NYI

exposed at the first time as comments to my lecture [9], are published in his; 
paper [13] in this volume and settle the question under what conditions 
can the conditional probability, introduced in the present paper as a set 
function of two set variables, be expressed in quotient form by means 
of (one or more) set functions of one variable. D. van Dantzio called my 
attention to the work of Keynes, Copeland and Koopman. Ju. V. Linnik 
called my attention to a paper of J. Neyman [14], where the foundations of 
the theory of probability are sketched in a form which has some points of 
contact with the point of view of the present paper. In Berlin A. N. Kolmogorov 
called my attention to those conditional probability spaces which I call “Cavalieri 
spaces” (§ 2). I hope to return to the thorough investigation of such spaces in a 
forthcoming paper. 1 owe to a discussion with E. Marczewski Theorem 14 of § 2. 
The result of 3. 5 has been suggested to the author by a remark of K. Sarkadi. 
Á. Császár and J. Czipszer kindly read the manuscript of the present paper 
and made some valuable remarks which I have utilized in preparing the 
final form of this paper.

I am thankful to all those mentioned for their remarks and suggestions.

§ 1. The axioms and their immediate consequences

1. 1. Notations. In what follows if A and В are sets, we denote by 
A +  ß  the sum of the sets A and В  (i. e. the set of those elements which 
belong at least to one of the sets A and В); AB  denotes the product of the 
sets A and В (i. e. the set of those elements which belong to both of the sets 
A and В); to denote the sum resp. the product of a finite or infinite family 
of sets, we use also the notation N  resp. //. The empty set will be denoted 
by O ; A ^ B  expresses the fact that A is a subset of B; the subset of В 
consisting of those elements of В which do not belong to A will be denoted 
by В — A. If a is an element of the set A, this will be denoted by a £ A. 
If a does not belong to the set A, this will be denoted by a ^ A .

1. 2. Definitions and axioms. Let us be given an arbitrary set S; the ele­
ments of S which will be denoted by small letters a ,b , . . .  will be called 
elementary events. Let 61 denote a «-algebra of subsets of S; the subsets of 
S which are elements of d  will be denoted by capital letters A ,B ,C , . . .  
and called random events, or simply events. [The supposition that 61 is a 
«-algebra means (see [15], p. 28) that 1. if An d <9i (n = 1 ,2 ,...) , we have

CD

^  A u d 61; 2. if Ad£l ,  we have S — A d d ;  3. 61 is not empty. This implies 
1

that О  £ 61 and S d d-] Let us suppose further that a non empty subset JT
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of <51 is given; we do not suppose any restrictions regarding the set Sir We 
suppose finally that a set function P(A jß) of two set variables is defined for 
A £ <5t and В £ §1; P (A jß) will be called the conditional probability of the 
event A with respect to the event B. As the conditional probability of the 
event A £ <Si with respect to the event В is defined if and only if В belongs 
to So, c& may be called the set of possible conditions. We suppose that the 
set function P(A jß) satisfies the following axioms:

Axiom 1. P ( A |ß ) ^ 0 ,  if  A £ d  and ß£<$; further P (ß jß )  = 1, i f  
ß € $ .

Axiom II. For any fixed ß  (  P (A |ß ) is a measure, i.e. a countably 
additive set function of A £ £1, i. e. if  A„ £ d  (n 1 ,2 , . . . )  and A j A k =  О  
for j  -\= k (j, к 1 ,2 ,...) ,  we have

/ ' C O  I \  CO

p  2 X  ß  -  2 > M « |ß ) .V II - 1 I J " -1
Axiom III.2 3 I f  A £ <5t, ß  $ <51, C £ Sb, and BC ^Si, we have 

P ( A  ß C ) P ( ß  О  P(A ß|C).
If the Axioms I—III are satisfied, we shall call the set S, together with 

the o-algebra 61 of subsets of S, the subset of 61 and the set function 
P(A jß) defined for A £ 61, В £ oB, a conditional probability space and denote 
it for the sake of brevity by [S, 61, SI, P(A ß)].

1. 3. Connection with Kolmogorov’s theory. If P(A) is a measure (i. e. 
a countably additive and non-negative set function) defined on the 
o-algebra 61 of subsets of the set S, if further P ( S ) = 1 ,  then the triple 
[5, 61, P(A)] is called a probability space in the sense of Kolmogorov, and 
if we define 6Г as the set of those sets В  £ A for which P (ß) > 0 and put

P(A!ß) ^ p ( / ^  ôr В £ 6Г, dearly [S, 61, 61*, P(A jß)] is a condi­

tional probability space which will be called the conditional probability space 
generated by the probability space [S, 61, P(A)].

Conversely, if [S’, 61, Sb, P(AJß)] is a conditional probability space and 
C is an arbitrary element of JB, putting Pc(A)^ P(A |C), [S, A, P,(A)] will 
be a probability space in the sense of Kolmogorov . Thus a conditional pro­
bability space is nothing else than a set of ordinary probability spaces which

2 It will be seen that our axioms imply that О (£ <$g, but it is possible that con­
tains all elements of SI except O; on the other hand, it is possible that Jg contains 
only one set. The theory is somewhat less general, but considerably simpler if it is sup­
posed that §1, is an additive class of sets, i. e. if from Вг £ Jg, and B.2 £ it follows 
B\ +  J5>. Concerning the consequences of this supposition see [13].

3 See 1.7 where an equivalent axiom (Axiom ИГ) is discussed, and 1.8 where a. 
stronger form of this axiom is mentioned.
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are connected with each other by Axiom III. This connection is such that it 
is in conformity with the usual definition of conditional probability. Namely, 
if we put P, (A) =  P (A |C ) for A££L with C $ oB fixed, and define the con­
ditional probability P*(A |ß) for a В £ eB for which P ,( ß ) > 0 ,  as usual in

the theory of Kolmogorov, by P*(A \B) =  > we have by Axiom III

P*(A|ß) =  =  P  (A [ ß  C). In case S £ cB, clearly [S, 6t, Pn(A)] is a

probability space in the sense of Kolmogorov. It must be mentioned that in 
this case [S, <9i, Si, P (A |ß )] may not be identical with the conditional proba­
bility space generated by [S, 61, P.S(A)] because oB may contain sets В for 
which P(B\S)  =  0 and at the same time need not contain every set В  for 
which P ( ß jS ) > 0 ,  i. e. the system Sis consisting of all sets B £ &  for which 
P ( ß |S ) > 0  need not be identical with cB. However, if P*(A|ß) is defined 

P (A ß |S )by P ’(A |ß) 

that В £ Si.
P (B\S) for В £ Sis, we have P*(A | В) = P(A | B), provided

1. 4. Immediate consequences of the axioms. We shall prove some simple 
theorems which follow from our axioms. In what follows if P (A |ß) occurs, 
it is always tacitly assumed that A £ 61 and B ^S i. We denote the set S — A 
by A.

T h eo rem  1. P(A\B) =  P(AB\B).
Proof. If in Axiom III C =  B, we have P(A ]B) P (ß |ß )  =  P (A ß |ß ). 

Taking Axiom I into account Theorem 1 follows.
Remark. It follows from Theorem 1 that P(S|ß)=^ 1; namely, by Theo­

rem 1 P (S jß ) P (S ß jß )  P (ß |ß )  and thus, by Axiom I, P (S |ß )= A .

Theorem 2. P (A jß )g  1.

Proof. According to Axiom II we have P (A ß |ß )-R P (A ß jß ) = P (ß |ß ) . 
As by Axiom I P (ß jß )  1 and P (A ß jß )2 = 0 , it follows P (A ß |ß )ä = l and 
thus by Theorem 1 we obtain P ( A |ß ) ^  1.

Theorem 3. P (0(ß )= - 0.

Proof. According to Axiom II P ( 0 |ß )  P (O - fO jß )  2 P (O jß ) and 
thus P (O ]ß ) =  0.

Remark 1. It follows from Theorem 3 that 0(£eB, because if О would 
belong to cB, we should have P ( 0 |0 )  1 by Axiom I and Р (О |О )= ^ 0
by Theorem 3; thus the assumption О £ cB leads to a contradiction.

Remark 2. It follows from Theorem 1 and 3 that if A В - ---- О, then 
P  (AI ß) 0.
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T heorem  4. P(A jßC ) P (ß | C )- P(B\A С) P(A|C).
P roof. By Axiom III both expressions are equal to P (AB C) and thus 

to each other.

T heorem 5. If A^3 A! В <= В', we have
P (A |ß ')  ш P{A’\B).

P roof. We have
P(A\B') =  P(AA'B\B') =  P{AA'\BB')P(B  S') - 

^P (A A ' \B )  Р(А’\В)— Р(АА, \В)ШР(А'\В).
R emark 1. If A =A', we obtain the following special case of Theo­

rem 5: if A ^ - B ^ B ' ,  we have P{A'B') ^  P(A jß).
R emark 2. If В В', we obtain the following special case of Theo­

rem 5: if A^kA', we have (without supposing that A ' ^ B )  P (A |ß ) ^  P(A 'jß).4 
As a matter of fact, P(A\B) P(AB\B)  and P (A '!ß) = P(A'B B) by Theorem 
3; if Д С 4 ,  we have AB^k A'B  ̂  B, and Theorem 5 can be applied/

T heorem  6 . If  A, -h А., с/ В, B-, f  3d, further P(A , 1 ß,) P (A, B.) >  0, we have

P ( A , |ß . ) P ( A i |ß 2)
P ( A 2|S . ) P ( A 2] ß , )  '

P roof. According to Axiom III

(1) P ( A ,  S 1S 2) P ( ß , | ß 2)  = P ( 4 , ß ,  ß 2 ) =  P ^ l ß . )
and similarly
(2) P  (A., ß ,  Bk) P  ( ß .  В.,) = P(AiB, \B.,) P ( 4 | ß 2).
Dividing (1) by (2) we obtain

(3)
P ( A , | ß , ß , ) P ( ^ | ß . )
P ( A 2| ß , ß 2) P ( A 2| ß 2) ’

Interchanging Bi and B., in (3) we obtain
P ( A , ! ß , ß , )  P ( A , |ß , )

{ >  P { A 2\B ,B .f )  P(A2|ßi)
Comparing (3) with (4), Theorem 6 follows.

CO

T heorem 7. I f  С ?  В Bi, and AB,ВкС O fo r j f= k  (j, к  1 , 2 , . . . ) ,
I. 1

we have
00

P ( A  C )  =  V P ( A | ß , . C ) P ( ß fc|C ) .к 1

4 It should be mentioned that this special case of Theorem 5 follows from Axioms 
I and II; Axiom 111 is not needed. 5

5 Acta Mathematica VI 3—4
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P r o o f . By Axiom III P (A \BkC) P(ßfc|C) =  P (A ßtjC ) and thus by 
Axiom II and applying Theorem 1 twice, it follows

• CD 00

2  P(A IBkC)P(B*|C) =  Z P (A Bk IC) =  P (А В I С) =  P(A В C j C) =I. 1 к— 1
P (A C |C )= P (A |C ) .

Remark. We mention the following consequences of Theorem 7: Let
00

us suppose Bk £ Si and ß ,ß ;[ =  О  for j  =j=Ar, B =  ̂ B k and B£$>; if
1c= I

P (A |ß ;,) ^  /.P(A '|ß/,) for k — 1 ,2 , . . .  where Z ^  0, we have P ( A |ß ) ^  
== /P (A '|ß ).

Especially if P (A |ß t)^ -A P (A '|ß ,c) for к 1 ,2 , . . . ,  we have P (A |ß ) =  
= = /P (A '|ß ), further if P(A\Bk) =  A, for k =  1 ,2 , . . . ,  we have P (A |ß ) =A.

P ro o f . Applying Theorem 7 twice with C =  В  we obtain
00 CD

p  (A! ß ) = 2 ;  p  (л  |ß ;.) p (ß„ I ß) ^  1 2  P  0*' I в к) p  (Bk I ß) = ; .  p (A' ! ß).

The two other assertions are evident consequences.
/. 5. Representation of the conditional probability as a quotient. We 

shall give a sufficient condition under which the set function P (A |ß ) of two 
set variables can be represented in “quotient form”, i. e. in the form

P (A |ß )=  where the set function Q(A) is a measure on 61 and

satisfies Q (ß )> 0  if ß  fSI.

T heorem  8 . Let [S, ét, cB, P (A  |ß ) ]  be a conditional probability space. 
Let us suppose that there exists a sequence of sets B„ (n=  0, 1 ,.. .)  for which 
the following properties hold:

a) ß T ß « + i  (л =  0, 1 ,...) ,
b) P (ß 0|ß „ )> 0  (n =  1 ,2 ,. . .) ,
c) For any В £ Si there can be found a B„ for which В B„ and 

P (ß |ß „ )> 0 .
Then there exists a finite measure Q(C) defined for C£6T where 6Г 

is the ring of those sets C ^ 61 for which there can be found a ß„ with 
C c B„, and this measure Q(C) has the following properties:

a) Q (ß )> 0  i f  B^Sh,

» p O l fi> Qq w -
I f the sequence B„ satisfies besides a), b), c) also the following con­

dition :
d) lim ß (ß ,, |ß „ )> 0 ,
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then Q(C) can be defined for all C £ & and is a bounded measure on 61,

and thus, putting P(C) З т Е г , we have P (5 ) 1. Denoting by §i>* the setLi(o)
o f those sets В  6 cl for which P(B) c 0, i f  cß* is not identical with §b, we 
may extend the definition P(A \ B) to all В £ oß* putting

P (^ |ß ) P  (AB)
P ( B )  ;

the conditional probability space [5, 61, JB*, P(A \B)] obtained in this way will 
be identical with the conditional probability space generated by the ordinary 
probability space [5, 61, P(A)].

P roof. First we suppose only that the sequence B„ has the properties 
a), b) and c). Clearly 61* is a ring and we have eB <=61*^61. Let us con­
sider a set A £ 6Г, choose an index n for which A ^B ,,  and define Q(A) as 
follows:

(5) C M ) P(A\B„) 
P(Ba\Bn) ■

It is clear that the value of Q(A) does not depend on the choice of n. As 
a matter of fact, if A ^ B n and A ^ B m where n<m,  we have by Theorem 6

P(A |ß») P (A |ß«)
Pi в.  B.) ~ P { I i .  B .) •

Now, if B^Sb,  Q (ß )> 0 , we have
(ОЛ P t4 A t  Q(AZ?)(б) Р(Л\В) Q (ß ) - .

This can be shown as follows: if ß c ß ,  and P (ß |ß „ )> 0 ,  we have
Q (AB) _  P(AB\B,)  P ( ß 0|ß „ )  P (AB IB,i)
Q (ß) P ( ß „ |ß „ )  P(B\B„) P ( ß | ß „ )  •

Applying Axiom III we obtain
QQ4ß) 
Q (B) P{A\BBn).

As В Bn B, (6) is proved.
From (5 )  it can be seen that Q ( 4 )  is non-negative. To show that Q ( A )  

is a measure, we have to prove that Q ( 4 )  is countably additive on 61*, i. e.
CO

if Ak d 61* ( k  = 1 ,2 ,. . .)  and А,-Ак О for у ф  A: and Ak — A f  61*. then
k= 1 

к

Q ( A ) : Z Q ( A  it). This follows simply from the remark that if A ^ B „ ,  we

have Au ̂  B„ for 1 ,2 , . . .  and thus in the relations

CM*) ~  (k — h 2, Q (A)
P  (A I B„) 
P(B0\B„)

5*
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the same B„ may he used, and therefore the countable additivity of Q(A) 
follows from that of P (A ,ß) for fixed В  £ cB (Axiom II).

Thus the first part of Theorem 8 is proved. Now we suppose that the 
sequence B„ has besides a)—c) also the property d). By a well-known the­
orem (see p. e. [15], § 13, Theorem A) the definition of Q(A) can be extended 
to the smallest о-ring d** containing <£P in such a manner that Q(A)

CD

remains countably additive on <£T*. Let us put S* =  ^  B „ : we shall shown~ 0
that d** is identical with the о-algebra dS*, i. e. with the set of all sets of 
the form AS* where A £ d .  As a matter of fact, d*c=d.S* and dS* is a f i ­

ring, thus we have clearly d * * ^ d S * . On the other hand, if A fTd, we have
00

n~ 0
Now А В „CAB,,, and thus AB„£ d*, and therefore AS* Cd**; thus 

a . S * c r  which implies dS *  d**. Thus the definition of Q(A) can be 
extended to all A (d S * . We prove now that Q(.4) is bounded on dS*. 
To show this it is sufficient to prove that Q(S) is finite. But S* lim B„

n->CD
and ß , c ß „ fb and thus Q (S*) ~ lim Q(B„) where Q (B„) is non-decreasing.

«  - >  CO

On the other hand,

0 (Д ,)
P  (B„\B„)
P (ß ,|ß„) P(ß„ B„) ■

Thus e) implies that Q(S*) < -+- °o. Defining Q(A) by Q(A)^ Q(AS*) for 
4 (6 1 , A(£dS*, the definition of Q(A) is extended to the whole о-algebra A. 
The final part of Theorem 8 concerning P(A) is obvious. Thus Theorem 8 
is proved.

A necessary and sufficient condition for the existence of the quotient

representation P  (A | B) Q (AB)
Q (ß) - is contained in the paper [13] of A. C sászár .

1.6. Random variables on a conditional probability space. Let [S, d ,  cB, 
P(A ß)] be a conditional probability space. If £ =  §(«) denotes a real-valued 
function defined for í í ( 5  which is measurable with respect to d , i. e. if Ar 
denotes the set of those a £ S  for which £(a)<x,  we have A,. £ d  for all 
real x, we shall call S a random variable on [S, d ,  éB, P(A |ß)[. Vector-valued 
random variables are defined similarly. The (ordinary) conditional probability 
distribution function of a random variable § with respect to an event ß  £ oB 
is defined by ß(x jß ) P(A, | ß ) ; if ß(x ß ) is absolutely continuous, F'(x\B) =  
= f(x \B )  is called the (ordinary) conditional probability density function of§ 
with respect to B. The conditional mean value M(Sjß) of 2 with respect to 
an event ß  £ óB is defined as the abstract Lebesgue integral

M(£iß) =  |S (o) í/P(A ß)
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of g with respect to the measure defined on 5  by P (A |ß) with В fixed. 
Higher conditional moments, the conditional characteristic function etc. are 
defined similarly. The random variables g and 4 are called independent with 
respect to an event C, if denoting by Ax the set of those a ^ S  for which 
g(o) < x  and by B,, the set of those a i S  for which i](ci)<y, we have 
P (A ,ß„|C ) P(A ,|C )P(ß,,|C ) for every real x and y.

As [S, &, P (A IB) ] is for any fixed В £ áB a probability field in the sense 
of the theory of Kolm ogorov , any theorem of ordinary probability theory 
remains valid when ordinary probabilities, distributions, mean values, inde­
pendence etc. are replaced by conditional probabilities, conditional distribu­
tions, conditional mean values, conditional independence etc. with respect to 
the same В £ JB. Problems which are peculiar to the theory presented in this 
paper are those in which conditional probabilities with respect to different 
conditions are figuring. We shall see in § 3 some examples of such problems.

Let us mention that if g is a random variable, and A„ denotes the set 
consisting of those elements a £ S  for which a g  g(a) < ß, and if A„ £ JB for 
a set X  of intervals {a, ß), then the conditional probabilities P(A"|AÜ) can 
be considered for ( « ,  ß)£.X and thus g generates a conditional probability 
space on the real axis Л, as the space of elementary events, the a-algebra 
ői being the set of Borel subsets of eR and M consisting of the intervals 
(«, ß) € X.

This conditional probability space will be called the conditional proba­
bility distribution generated by g on the real axis.

Let F(x) denote a non-decreasing function of x which is continuous to 
the left for —o o < x <  +  °c. if the set A« belongs to cß whenever 
F ( ß ) -F (a )  > 0, and we have for any subinterval (x, y) of such an interval
(«, ß)

(7a) P(Al\Aßn) F ( y ) -F (x )  
F(ß ) -F (a )  ’

we shall call F(x) the generalized distribution function5 of g; the function 
F(x) is not uniquely determined, as together with F(x) G(x) cF(x)Jr cf 
where c > 0  is also a distribution function of g; but as F(x) will be used 
only to calculate the conditional probabilities (7a), this will never lead to a 
misunderstanding. If the distribution function F(x) of g is absolutely conti­
nuous, and F’(x) /(x), we shall call /(x) the generalized density function
of clearly /(x) is determined only up to a positive constant factor. If 
F(x) x  (i. e. /(x) 1) for — 00 < x <  + 00, we shall say that the distribu­
tion of I is uniform in (— oe, + 00).

5 Conditions ensuring the existence of a generalized distribution function of a ran­
dom variable % can be formulated by using the results of the paper [13].
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If f{x) is the generalized density function of £, we have

Г M d u
(7b) P{Al\AÍ) ^

\ f(a) du

The generalized distribution function resp. density function of a random vector 
is defined similarly.

1. 7. An alternative form o f Axiom III. We have already pointed out 
that our system of axioms can be characterised in the following manner: the 
set S, the о-algebra ŰL of subsets of S, the subset $  of & and the set func­
tion of two set variables P (A |ß ) defined for A £ d  and ß£c& form a con­
ditional probability space if §B =-- [5, d.  P(A]ß)] is an ordinary probability 
space for every fixed В £ áB and if the probability spaces S?<• and §вс are 
connected by Axiom III if C £ c& and BC £ cB. Thus different probability fields 
can be combined to form a conditional probability field only if they are 
"compatible” in that sense that they satisfy Axiom III which can be consid­
ered as the condition of compatibility.

Now it is easy to prove

T heorem 9. Axiom III can be brought to the following equivalent form: 
Axiom ПГ. / /ß £ c B , C £ $i>, ß T C  and P(B C)>0, we have for any

A

P(A\B) P (A ß |C ) .
P(ßTC) '

P roof. Clearly Axiom НГ is a special case of Axiom III. Conversely, if 
Axiom ПГ is valid, Axiom III follows. This can be shown as follows: if 
A £ 6 l, ß £ & , and BC^SI ,  two cases are possible: either P(ß[C)= 0
or P (ß |C )> 0 . In the first case we have a lso6 P(/4ß |C ) 0 and thus
P (A |ß C )P (ß |C )  P(AßJC) reduces to 0 =  0. Now let us suppose 
P (ß jC )> 0 . It is easy to see that Theorem 1 follows already from Axioms 
I—НГ, and thus it can be applied in the present proof. But this means that 
P (ß C |C )=  P ( ß |C ) > 0  and thus the conditions of Axiom ПГ are satisfied 
with BC  instead of B, and it follows from Axiom ИГ
(8) P (A |ß C )P (ß C |C ) P(A ßCJC).
As P (ß C |C )-  P (ß |C )  and P (A ß C |C ) P (A ß |C ), it follows from (8)

P (A |ß C )P (ß |C )  P (A ß |C ).
Thus Axiom III follows from Axiom ПГ.

0 See the footnote 4 to Remark 2 to Theorem 5.
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R emark. Theorem 9 means that Axiom III contains a compatibility con­
dition for §,■ and Sc where ß ^ C  if and only if P ( ß |C ) > 0 ;  if P (ß |C )  0, 
:§в and Sc are compatible without any restriction. This fact is the basis of a 
general principle by use of which conditional probability spaces can be con­
structed. This principle is expressed in Theorem 14 of § 2.

1. 8. Extensions of a conditional probability space. If [S, d , Si, P(A jß)] 
is a conditional probability space, it is natural to ask how could this space 
Ъе extended, by including into Л sets A £ 61 which are not contained in Si. 
The most simple way is suggested by Axiom III, and is contained in the 
following

T heorem 10. Let I f  denote a set for which B, f  61 and B,(£Si. I f  there 
exists at least one set B., with the following three properties: a) B., £ Si, 
ß) В, с  В.,, у) P (ß ,|ß ,,)> 0 , further i f  for any other set B, which also has 
the properties a), ß), у), we have ß aß 3 £ the definition o f P (A ß) can be 
extended for В ß. by putting

(9) P(-4jßi)
P (T ß ,|ß ,)  
P ( A I R ­

PROOF. If P (A |ß ,) is defined by (9), Axioms I and II are clearly satis­
fied, therefore we have to verify only Axiom III. Three cases must be dis­
tinguished. a) If we put ß , =  C' and B' is a set for which B'C' we 
must verify

P ( A | ß ' C ' ) P ( ß ' | C ' )  P ( A A j C ') .
But this means by (9)

P (A j А  В') P (ß, В' \ Bf) P (A ß, В' \ В,)
what is true by force of Axiom III, in view of BVB' = B ' C '  £ So and B.,^Si. 
b) If B1 =  B'C ' where C  £ iB, we must verify P (4 |ß ,)P (ß ' C') P (A ß')C ').
But this means by (9)

P ( ß '|C ')P ( 4 ß 1|ß,) P (A ß '|C ')P (ß i| A ) 
what reduces to 0 =  0 if P (ß '|C ')  0 and to

f P (A A |A ) P (A ß 'IC ')
1 P (ß , |ß 2) P (A |C ')
if P (ß '|C ')> 0 .  But as Bl =  B 'C , by applying Theorem 1 to both condi­
tional probabilities on the right of (10) we find that (10) is equivalent to

P(A A |A ) . P(AAIC')
K ’ P (A |A ) "  P (ß ,|C ')  •
But (11) follows from Theorem 6, taking into account that

Aß, +  A  A ^ A  and Afi, +  fi, =  A  =  A 'C 'c : C ,
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and that clearly P (ß ,[C ') P ( ß 'jC ') > 0  and thus C  has the properties«),
ß) and 7) and therefore B,C' £ сB.

If B 'C ' = B ,  and C '=  Bt where B'£&,  we have to verify 
P(A\B'C’)P(B' C’)= P(AB'\C'). As P (A ß 'jC ') P (A ß 'C '|C '), this rela­
tion is trivially equivalent to P (A |ß ,) = P ^ ß j ß , ) ,  which is satisfied by 
force of (9).

It is easy to see that the definition of P(A jß,) does not depend on the 
choice of B,; as a matter of fact, if both B, and B- have properties «), ß) 
and 7), it follows by Theorem 6 that

P (A ß, \B>) P(AB- B )
P(B. B )  P(BUB )  ■

It is also clear that P (A ß ,jß *) can not be defined otherwise as by (9) be­
cause if ß, is included into Si, (9) must hold by force of Axiom III.

Another possibility for including new sets into Ss is yielded by passing; 
to the limit; this procedure is described by the following

T heorem  11. Let as suppose that Bll^Si, ß „ c ß , lH , further
00

P(ß„ В,,.]) > О (л =  0 ,1 , . . . )  and that /  /  P(ß„ |ß n+i) converges. I f
И - ()

00

B m B« does not belong to Si, the definition of P (A \B) can be extended
n = 0

for В В a,, by putting
(12) P(A |ß m) =  lim P(/Tß„) for any A £ d ,

It

provided that the following condition is satisfied: if  В d Si and P (B | By) > 0» 
for some TV, we have В By £ Si.

P roof. For an arbitrary A £ d  we put A,0) = ABU, A " '* ABkB,. 1 
(k  1,2, . . .) .  As A<9cß„ for n Ш k, the sequence P(A(',)|ß„) is by Theorem. 
5, Remark 1 monotonically decreasing for n =  k ,k - \-1 , . . .  and thus

lim P(A (fc)[ß„) = Р(А<М̂ Ш)
«->00

exists.
Putting

CO
(13) Р*(Л '£») ^ P ( A ^ , ß „ )

/.—О
we have defined P*(Ajßm) for every A £ d .  To prove Theorem 11, we have 
to show that if P*(A ßo,) is defined by (13), Axioms I—III remain valid, 
further that lim P(Ajß„) P (A |ß m) exists for all A £ d  and P(A|ßo,) =

'll - >  00

P*(A ß m), i. e. that (12) and (13) are equivalent. As regards Axiom I, it 
is clear that P*(A ß m) ^ 0 ;  the validity of P*(ßco|ßco) 1 can be shown as
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follows: if A =  B W, A<® =  B0 and Aik) =  BkBk \ (k— 1 ,2 , . . . )  which implies

But
P * ( ß c o |ß a , )  = P(Bn\Bm) +  ^  P ( B kB h , ß » )  lim  P ( ß . v | ß m).

k = 1 N  -> со

P(ß.v|ßo>) lim P(B\\B„) lim / / P(B,\Bk+i) =  ] J P ( B , \ B M )
и -> CO

and thus

»-1
/ /

► CD /.' Л

CD

P*(£»iß») = Hm 1/Р(В, , \Вш ) ^  1
ЛГ->СО

because the remainder-products of a convergent infinite product are always 
tending to 1. Now let us verify Axiom II, i. e. that P*(A ißOT) defined by 
(13) is countably additive. Let us suppose that Ak £ d  and AjAk O, if

CO

j=\=k (j, к 1 ,2 ,. . .) ,  and Am =  Х Л ..  Let us put A„B» and AV =
n—\

AnBkBi. i for к 1, 2, . . . ,  further A~ß„ and A'!»' .1 r В В : for
к 1 ,2 .. . .  . As for A c  Bu we have

(14) P (A |ß m) P (A I Bu) ]  I  P  (B„ I ß„+i)

and P(A|ß/,) is countably additive, further AV =  ^ A {P and A ^ ■ AV — О
>t=l

for я ф /п , it follows

(15) Р ^ | в ш) =  V p ^ l ß , » ) .
But

CO

(16) P*(^co|ßco) — ^  P(A(̂ |ß m),к=0
From (15) and (16) it follows

CO CO CD CD

(17) P *(4» |ßoi) =  ^ ; ^ P ( A ? )|ßa,) =  2  ^ P O ^ i ß c ) .к- о </ 1 к О
As we have from (13)

CO

(18) 2 > (^ '°ißco)= P*(A ,lßco),
к О

it follows from (16) and (17) that 19 20

(19) P*(4«|ßa,) =  ^ P ’iA/ßco),
í l = s l

i. e. that P*(4jßco) is countably additive.
Now we prove that

(20) P*(A ß co)== lim P (A |ß .v)
-V -> со
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for any A $ a. As a matter of fact, by (14)

co N
(21) PM  ß v) - l '  Р(Л»->\ВХ) E  P (A « |ß .v)

/,—0 —О

It follows from (21) that

E  P ( ^ fc)|ßco)fc=о_________
CO

/ /P (ß „ S ß „ +i)
n=JV

(22) lim P (4 |ß .v)
Л’->со •

со

yP(4W |ßco)
/. о

and thus, by (13), (20) follows.
Now let us prove that Axiom ПГ is valid. We distinguish three cases. 

The first case is when C £ J£, Bm^ C  and P (ß o , 'C )> 0 ; then we have 
P(ß,v C) > 0 if TV is sufficiently large and thus

(23) P (A I ß.v) P(ABn\C) 
P(ß.v|C) '

Passing to the limit N —*■ °o in (23), and using (20), it follows that 

/24) P (A!В ) =  Ba\C)(24) P(A,ßo>) p ( fíco[C) •

The second case is when В £ $г, B ^ B a  and P ( ß 'ß ai) > 0 ;  we have to 
prove that

(25) P(Ajß) P(4ß:ßc„) 
P(ßjßco) '

If there exists an index TV for which ß c  ß y, we have for sufficiently large TV

P(Aßjß.v)
P (ß jß v )

=  P(Ajß)

and thus, passing to the limit TV— (25) follows.
In the general case, let us consider the two measures ,«,(A) P(A jß) 

and fh(A) - P (4 [ ßco). Let A £ 6l denote an arbitrary set, for which A 1= BNB 
for some TV. Then we have by Theorem 6, taking TV sufficiently large, to 
ensure P (ß jß .v )> 0 ,

P(A\Bx)
P (ß |ß v )

P (4 |ß )
P(B\B) and thus u>(A) P (ß  ß ro).«i(4),

taking into account that lim P(ß|ß,v)= P(ßißco) 1 and thus P (ß  jß  v) > 0
TY->-co

for sufficiently large N. Thus ,«,(4) Cu^A) where C = P ( B  Bw) does not 
depend on A if A runs over all sets for which there exists an index TV for 
which A ^ ß .y ß .

Clearly these sets A form a ring. As ,«.,(A) and С.«,(4) are finite meas­
ures, it follows that they coincide for the least о-ring which contains all
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mentioned sets A. As

and A £ 61. As В Я  B m, 
have proved that

CO

4  Bx , it follows that ц.,(А) =  Сцх(А) if А Я В тВ
N~0

this means that ^2(A)= C^X(A) if А Я В ,  i. e. we

P(A |ß) P(^|ßco)
P(ß|ß®)

if A d  В.

As A ß  Я  В for any A £ d,  this means that for any A £ d  we have 

Р(Л |В , P(AB\B).

Thus (25) is proved. The third case is, when В B a and C
P (А В CO ] В со')case we have to prove that P(Aßco)

ß<о ; in this 

but this is evidentP(Bv\Bm)
because we have shown that P(ßco|ßco) 1 and by (15) P^ßm lßco) 

P(Aßco). Thereby the proof of Theorem 11 is accomplished.
Remark. The assertion of Theorem 6 for the case А 1- \ - А 3Я В 1В 2, but 

without the supposition B1B.,^Si, can be considered as a stronger form of 
Axiom III, it shall be called Axiom III*.

Axiom 111*. I f  A, £ cl, A  6  61, B { £ $  and B, £ A, further А 1 +  А 2Я В 1В 2 
and P(A> ß,) P (Aj I ß>) > 0, we have

P(A |ß,) P(Ajßj)
Р (А |Д )  ' P (A [ß 2) '

As Theorem 1 is not a consequence of Axiom III*, in case we replace 
Axiom III by Axiom III*, we must suppose the validity of Theorem 1 as

Axiom III**. P (A |ß )=  P(AB\B) for A £ d  and B^Si .
Axiom III* and Axiom III** together imply Axiom ПГ and thus Axiom

111. As a matter of fact, choosing A, - AB, A2 = B ,B X В and ß j = C  
where A £ d ,  B£3&, C £ éB, В Я С  and P (ß jC )> 0 , the conditions of Axiom 
HI* are satisfied, and as by Axiom III** P (4 |ß )=  P (A ß |ß )  it follows that

P (A ß jß ) P (A ßjC )P (A ß ) P (ß  ß) P (ß |C )

i. e. Axiom ПГ is really a consequence of Axiom III* and Axiom III**.
As Axiom III and Axiom ПГ are equivalent, Axiom III is also a con­

sequence of Axiom III*. Conversely, Axiom III* does not follow from Axiom III, 
only in the special case when ß,ßjCüB- If we would suppose Axioms III* 
and III** instead of Axiom III, the conditions of the extension theorems The­
orem 10 and Theorem 11 could be reduced: in Theorem 10 the condition 
that for two sets В, ,ВЛ with properties a), ß) and y), ß jß 3€eß could be 
omitted, in Theorem 11 the condition that if ß£eÖ  and P ( ß |ß Jy )> 0 , then
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B B N dSb could be omitted. In what follows we do not suppose the validity 
of Axiom 111*; it should be mentioned, however, that Axiom 111* is contained 
as a special case in Axiom IV., introduced by A. Császár [13].

If S’ =  [5, 6t, JB, P (A |ß)] and &'= [S', 6Г, <&', P'(A\B)\ are two such 
conditional probability spaces that SITS', 61 Ti 6Г, eB IT <$' and P '(A |ß) 

P (A |ß ) if A d 61 and Bd  j&, we shall say that the conditional probability 
space §  is imbedded into the conditional probability space In the forego­
ing section we considered only such special imbeddings of a conditional 
probability space S’ into a conditional probability space §' for which S ' =  Sr 
6 1 '=  61 and eBlTcB'. These imbeddings of §  were obtained by extension of
JB in several manners. If §  is imbedded into we shall write §*

1.9. Continuity properties o f conditional probability. It follows from 
Axiom II that P (A jß) is for fixed В d IB a bounded measure in A, and thus, 
of course, continuous in A, i. e. if A„ d A and A„ <TA„+i (or A„TM,l+i) for 
n — 1 ,2 , . . . ,  we have for В d Si

lim P(A„ |ß )  P ( lim А„\В).

As regards the continuity of P (A |ß )  as a function of B, we have
CO

T heorem 1 2 . I f  Bnd§i and ß „ c :ß „+1 (n =  1 , 2 , . ..) ,  further V ß „n I
= В d Si, we have for A d 61

lim P(A lő„) P(A B).

Proof. We have by Axiom III 

Р (А |Д ,) = P(A ß„|ß)
P (ß B|ß )

if P (ß „ jß )> 0 . As lim P (ß „ |ß ) P (ß |ß )= - 1, the last condition is satisfied
CO

for sufficiently large n, and thus
lim P{ABn\B)

!lm„р<лIs->- T i P W - - р д а г - p<4 s>-
Thus Theorem 12 is proved.

The situation is somewhat more complicated if we consider a decreasing 
sequence of conditions. In this case we have

T heorem 13. I f  В d Si, ß C „ d oB and С » 5 С „+1 (п 1 ,2 , . . . )  further i f
со

putting С Ц  С„ we have ВС d Si and P(C\B) > 0 , it follows that
n— 1

lim P(A jßC „) P (A |ßC ).
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Proof. We have by Axiom III

P {ABC.)  if P(C B) Ü.

As P(C„ В) P(C ß) > 0, the condition P (C „ jß )> 0  is satisfied by every n, 
and thus it follows

lim P(A|ßC„) =
lim P(AC„|ß)

í f - >  СО

lim P(C„|ß)
P(ACjß)
P(C |ß) P (A |ßC )

what proves Theorem 13.
1.10. Products of conditional probability spaces. The product of two 

conditional probability spaces (5(' ’, с1,л), P('')  (k =  1, 2) is defined
as follows: let S =  S (1,*S (2) denote the Cartesian product of the ‘sets S (,;> 
(£ =  1, 2), i. e. let S denote the set of all ordered pairs (a(1), a(2>) where 
a(i)^50) and d - ^ S ^ .  Let denote the set of all subsets ß, B,*B., of S 
where ß, £ c&d) and B» £ oB('J). Let d  denote the set of all subsets A AX*A., 
where A, £ <d(1> and A2 £ d (2), and let d  denote the least о-algebra containing 
cl. Let us define P(A |ß) for A- A]*A.., and B =  B t*B,, where Ar £ d (", 
A2£ ä® , ß, £ $ (1) and B, £ AM2' by

‘ P(A ß) P (1|(A(1) I ß")) P (2)(A<2) ß l2>),
and let us extend the definition of P(A ß) for every fixed ß  6 oß to all 
A £ct in the usual way (see [15], § 13). Thus we obtain a conditional prob­
ability space [S, d ,  oB, P] which will be called the Cartesian product of 
the conditional probability spaces §v> and S'’1-’ and denoted by <?=- S41*

The Cartesian product of a finite number of conditional probability 
spaces is defined similarly. The Cartesian product of a denumerable sequence 
of conditional probability spaces Я (,;|= d® , P (,)] (£= 1 ,2 , . . . )  is
defined as follows: we denote by S =  S\* ■■ ■ * Sn* ■ ■ ■ the Cartesian product 
of the sets S (k] (k 1, 2, . . . )  by JS the set of all sets ß  ß, *• • • * ß„ * • • •
where Bn £ ißt"1 (// 1 ,2 , . . . )  and by Cl the set of all sets A of the form
A =  Ai * A>* ■ ■ ■ A„ * S i:,*+1)* ■ ■ ■, i. e. cl is the set of all “cylinders” of 5. 
We define P(A ß) for A £ d  and ß £  JB, where A A\ ■ ■ ■ A„ * S (,1+1) • • • and 
ß  =  ßi • •• B„, by n

P(A|'ß) =  / 7  P (/0(AfcI ß,,),k=l
and extend the definition of P(A B) in the usual way for any fixed ß  £ JB 
to all sets A belonging to the least о-algebra cl containing cl. In this way 
we obtain a conditional probability space P [S, d ,  §i, P(A |ß)] which will 
be called the Cartesian product of the conditional probability spaces gw 
and denoted by g1 =  gw * . . .  * $('••) * . . .  . To prove that §  is really a condi­
tional probability space, we have only to verify the validity of Axiom III,
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as Axioms I and II are clearly valid for S’. As regards the validity o f
P(AB\B)  P (A |ß ) (i. e. of Theorem 1) for S’, it suffices to prove that
(26) P (A |ß C )P (ß C |C )  =  P (A ßC |C )
for A £ d , В  £ 61, C £ Sb and BC  £ Si.

As both sides of (26) are measures as functions of A for fixed ß  and C,.
it suffices to verify (26) for the case when A is a cylinder, A A(1) * • • -
. . .  * A(n) * S(,l+b 

In this case
n

P(A ß C ) -  /7 P W (A « |(ß C )« ).
1

Putting

Pn = - I / P ^ ( ( B C ) ^ \ C ^ ) ,
l

the sequence Pn is monotonically non-increasing, and thus lim P v p exists.
A'->cd

Two cases are to be distinguished. If p  =  0, we have P (ß C |C ) 0 and 
thus P(ABC\C) ^  0 and therefore (26) is satisfied. If p  > 0, we have

P (A ßC IC ) — П Р (к\ А ^  (BC)P\CP)  / /  Р^((ВС)а' \ а 1')
1 NP 1

and
CO

P (ß C |C ) = ПРР((ВС)М\СМ),
k l

and thus
N  CD

P(A\BC)P(BC\C) ] fP P (A P \(B C )P )P lk'((BC)P\CP) 11  PW((ßC)«|C<*>
I: 1 N+Í

and thus, as P №> satisfies Axiom III, we have
Р ( '0 (Д М  I ( ß  C )  W) P (' ) ( ( ß  C)<*> IC P )  = P(*)(A  W ( ß C )» > | CP)  

and thus (26) is valid.

§ 2. Examples of conditional probability spaces

2.1. Conditional probability spaces o f simple quotient type. An impor­
tant class of conditional probability spaces is obtained as follows:

Let S denote a set, 61 a а-algebra of subsets of S, [<(A) a measure on 
a ,  Si the set of those sets В £ 61 for which ,«(ß) is positive and finite and

put P (A |ß) for A £ a,  В £ Si. Then [S, 61, cB, P (A \ß)] is a condi-A\B)
tional probability space which will be called a “conditional probability space 
of simple quotient-type”. We mention two special cases.
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a) Let us choose for S  the л-dimensional Euclidean space EH, for A the 
set of all measurable subsets of E„, let f(x,,x., , . . .,x„)  be a non-negative 
measurable function on E„. For iß we choose the set of those subsets B £ &  
for which

cD(ß) = I /(x ,, x . , , . . . ,  x„) dx} d x , . . .  dx„

P(A B)

is finite and positive and we suppose that cB is not empty.

Ф(А£)
Ф(Я)

for A £ & and B £ c B. Clearly [S, 61, 6B, P(A jß)] is a conditional probability 
space of simple quotient-type, provided that В is not empty.

Especially, when f ( x l7 x2, . . x „ ) ~  1, we obtain a conditional proba-
m(AB)bility space, for which P(A |ß) m(B) , where m(C) denotes the Lebesgue

measure of the measurable set C; in this case oB consists of all measurable 
sets which have a positive and finite Lebesgue measure. The conditional 
probability space thus obtained will be called the uniform conditional proba­
bility space in E„.

b) Let S denote a finite or denumerable set, with elements alf a.2, a k, ...; 
let pk ( k =  1, 2 , . . . )  denote an arbitrary sequence of non-negative numbers. 
Let 61 denote the set of all subsets of S  and oB the set of those subsets В
of S for which р,, =  П(В) is positive and finite. Let us suppose that oB

«,6 л
is not empty and put

P (A |ß) n(A ß)
n (ß )

for A £ 61 and В  £ Sí.

Clearly [ß, 6B, Si, P (A |ß)] is a conditional probability space of simple quoti­
ent-type. Especially, if pk 1 (к 1,2,  . . . ) ,  we obtain a conditional proba­
bility space which will be called uniform on the denumerable set 5.

2.2. Conditional probability spaces o f alternative quotient-type. A general 
type of conditional probability spaces is described by the following

T heorem 14. Let S  denote a set, 6tY a о-ring o f subsets of S  i f  у  £ Г  
where Г  is an arbitrary ordered set o f “indices”, and suppose that (Ap СИ 6ly
i f  ß < 7  according to the order relation of Г. Let us put ŰL Let ShY

ven
denote a subset of 61Y and put Sí — ̂  áBY; we suppose that Siy is not empty

for any 7  £ Г  and that Síp and cBY are disjoint for ß=\=y. Let us suppose 
that for any у £ Г  a measure qy(A) is given for A £ 61 (which can take also 
the value -foo j, and that if В £ eBY, we have 0 < <i7(ß) <  +  ^ .  Let us sup­
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pose that if ß (l Г, у £ / ’, f  <  7  (according to the order relation defined in Г )  
and yp(A) < +  00, then ,«T(A) =  0.

Let P (A B) be defined for A £ & and В £ $  as follows:

P (A B) у „(AB)
M B )  ’

where у is uniquely determined by the condition В  £ JBy. Then [5, d , oö, P (A |ß)] 
is a conditional probability space.

P roof. Axioms I and II are clearly satisfied. Instead of Axiom III we 
verify the validity of Axiom ПГ which has been shown to be equivalent to 
Axiom III. Clearly Axiom ПГ is satisfied, because if В £§hp and C £ Siy and 
BczC,  only three cases are possible: ß = y ,  ß < 7  or ß > 7 . The case ß = y  is
evident. If ß < 7 , P (ß 'C ) Oy(BC_f _  py(B) ап(  ̂ as и :(В) < <х> and ß < у,

Р у ( С )  ."7 ( C )
we have by supposition }<У(В) 0 and therefore P(S  C) =  0; and thus there
is nothing to prove.

Finally 7  <  ß is impossible, because from C £ Shy it follows /<7(C)< +  ^  
and thus /.Iß(C) =  0 , what implies i<;(ß) 0  because of ß fT C ; but this
contradicts B ^S ip . Thus Theorem 14 is proved.

The conditional probability spaces described by Theorem 14 will be 
called “conditional probability spaces of alternative quotient-type”. If B £ S i y , 
we may call 7  the “dimension” of B, and say that the measures yy are 
“ dimensionally ordered”.

We mention two special cases:

a) A special case of a conditional probability space of alternative 
quotient-type is obtained as follows: let / ( x , ,x ., , .. ,,x„) denote a non-negative 
Borel measurable function in S  E,r, let cl denote the set of all measurable 
subsets of E „, and SI the set of those measurable sets B, for which either 
ф (в )  = I f { x l, . . . , x , )dx ldx,--- dxn is finite and positive, o r ß  is contained in a

i t

/г-dimensional subspace of En ( k — \ , 2, . . . , n —1) defined by
x,-, Cu  x,2 -- -c2, . . . ,  X;„.-t =  c , and the integral

(27) :::: cr lk =  |‘/ ( x , , x2, . . . ,  x„) dxJt dxJt ■ ■ ■ dxJk
J t

is finite and positive, where .. .,ji, denote those of the indices 1, 2, ...,n
which are different from iu i.,, k and in (26) x,-, c ,, x , , - Co,...,Xi„_k =  cn-k
are substituted; we suppose that is not empty; in the first case we 
put

P (A В) Ф (А 0 ) 
Ф (В) ’
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if В £ oB and В is contained in i.’.'.’ we put

where Ф',“

P (A |ß ) ф ;;; cn—кl jn — k (AB)

ф:;::::;'СМЯ)
ci"~kk is defined by (27).

b) Another special case of a conditional probability space of alternative 
quotient-type is the following: let S =  En be the л-dimensional Euclidean 
space, 61 the set of all Borel measurable subsets of En, Sik the set of those 
Borel measurable subsets of En, which have finite positive /г-dimensional

measure7 (1 ^  к ^  л). Let us put o 8 = /^ J3 ,, and P (A jB) =  , ifk=i mk{B)
В £ Jo,,, where mk(B) denotes the /г-dimensional Lebesgue measure of the 
set B. Clearly this conditional probability space is an extension of the 
uniform conditional probability space mentioned in 2. 1, a).

2. 3. Cavalieri spaces. Now we introduce a general concept, that of a 
“Cavalieri space” . Let [S, 6f, oß, P(A|ß)] be a conditional probability space 
and let us make the following assumptions:

C 1. To every real number t ( a ^ t < ß )  there corresponds a set G £ Sc.
C 2 . For any numbers a and b for which a g  a < b ^  ß

Ca= Z  G € $ .a^t<b
C 3. If a ^ s < t < ß ,  we have G -G  — O.
C4. If for A £ 61, A’ d 61, we have P(A | G )-S i/P (A '|G ), where Я ^  0, 

for every t lying in the interval [a, b) ( a ^ a < b ^ ß ) ,  it follows P(A|Gt) =  
gUP(A 'IC-).

If C l — C 4  hold, we shall say that [S, 61, JB, P (4  B)\ is a Cavalieri 
space with respect to the family of sets {G ; a < ß).

Let us mention that if instead of a family G  of the power of the con­
tinuum we consider a denumerable set {C„} satisfying properties C l,  C 2 , 
and C 3, then (as it has been mentioned in the remark to Theorem 7) C 4 
is always satisfied. On the other hand, Theorem 14 shows that conditional 
probability spaces in general are not Cavalieri spaces with respect to a family 
{G} of the power of the continuum, satisfying C l,  C 2 and C3, because if 
P (G |G ,) =  0 for a ^ t <  b, P (A |G ) can be replaced by any other measure 
for every t£[a,b), by leaving P (4 |G )  unchanged.

The following simple consequences of the definition of a Cavalieri 
space may be mentioned: if [S, 61, cß, P{A\B)] is a Cavalieri space with 
respect to the family of sets {Ct; a ^  t < ß}, then •

• See [26], p. 108.

6 Acta Mathematica VI/3-4
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I. 8 If P (A |G ) =  AP(A'|C() for a ^ t < b ,  we have P(A|C„) = -AP(A'|C").
II. If P (A |G ) =  A for a ^ s t < b ,  we have P(Aj C„) Я.
As a matter of fact, if P (A |G ) =  AP(A '|G) for a ^ t < b ,  we have 

P (A j G) ^1 Я P (A' | G) and thus by C 4 P(A |C j) Hi ЯР(А'|С*), further (if A>0)

we have P (A '|G )= i-!  P (A |G ) and thus P(A '|C '') Hi -! P(A|C''), i. e.

AP(A'|Co)Hi Р(А |Ся)= AP(A'|C«) (also for A =  0) and therefore P ( A |d )
-= ЯР (A'I Co).

On the other hand, II follows from I by choosing A' — Cl. The notion 
of a Cavalieri space can be extended by replacing the one-parametric family 
(G} by a ^-parametric family {G„<2, «; ^  U< ßr, i —  1, 2, . . . ,  k).

2.4. Regular spaces. Let §== [S, 61, Si, P(A|Z?)] denote a conditional 
probability space with the following properties:

R 1. To every real number f (« Hi f Hi ft) there corresponds a set R t £ 3>. 
R 2. For any pair of numbers a, b {a ^  a < b Hi 3) R h, ^  R, £ Sb.
R 3. If a ^  s < t < ß, we have R„ ■ R ,  =  O.
R 4. If A £ €1, P(A|M ) is a Borel measurable function of / for a Hi t <ß 
R 5. There exists a strictly increasing and continuous function F(t) in 

(«, ß) with the property that if cc HI a < b ^  ß we have for any A £ 61
b
f P(A\Ri)dF(t)

(28) Р(А |/Й) =  ------- *------------- ■
\dF(t )
a

In this case we shall say that §  is regular with respect to the family 
{R i ' ,c c  ^  t < ß}. If F(t) is absolutely continuous, we shall say that & is 
absolutely regular.

Clearly if §  is regular with respect to the family {Rt}, it is also a 
Cavalieri space with respect to {Rt}.9 As a matter of fact, C l, C2 and C3 
are identical with R 1, R2 and R 3, and C 4 follows from R4 and R 5.

It is easy to prove by using F u b in i’s theorem, that if 0 < /(x 1;x2, ...,x„)< M, 
the conditional probability space defined in 2 . 2 , a) is regular with respect to

8 This consequence of the definition of a Cavalieri space (for Л ~  1) is analogous 
with the well-known “principle of Cavalieri” (according to which if the areas of the 
intersections of two solids with every horizontal plane are equal, the two solids have the 
same volume) introduced by B onaventcra C avalieri (1598—1647) in 1635. This justifies the 
name “Cavalieri space”.

9 J. C zipszer has shown that there exist Cavalieri spaces with respect to a family 
{/?,} of sets which are not regular with respect to the same family {R ,}.
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the family {M} defined as follows: R t is the set of points x8, . . . ,  x„) for 
which ű; ^  xt- < bi for / ф  A, i =  and xfc =  / (a  ^ t <  ß).

It is clear that if §  is regular with respect to the family { R , ; a  s  t  < /?}, 
we have
(29) lim Р(Л|Яр*) =  Р(Л|Я,)

h >  О, Л -* 0

for almost every t in {a, ß) with respect to the measure generated by F (t)  
on («, ß) for any fixed A .

It is also evident that if §  is regular with respect to the family 
{ R t ; « =i t  < ß}, we have P(Mj/?‘) = 0 for a ^ a ^ t < b ^ ß .

Let § =  £(«) (й ( 5)  be a random variable on a conditional probability 
space § =  [S, GL, cB, Р(Л |fí)], further let us denote by R t the set of those 
a d S  for which $(a) =  t (—oo g g t <  -}- °°). Let us suppose that §  is regular 
with respect to the family {Rt}, i. e. we have for A  £ 61

ь
\ P { A \ R t) d F { t )

(30) Р ( Л| ^ )  =  ------- „
\ d F ( t )
a

for —oo < a < b < +  oo. Evidently the conditional distribution generated by £ 
on the real axis is the distribution

P ( a ^ % < b \ c ^ l < d )  =  P (R a \R r) =  for c ^ a < b ^ d ,

i. e. F (x )  is the (generalized) distribution function of |.  If (30) holds, we 
shall say that £ has a regular conditional distribution with the distribution
function F (x ) ;  if F (x ) = x ,  we shall say that £ has a regular uniform
distribution.

The notion of a regular space can be extended by replacing the one-
parametric family {/?,} by a //-parametric family { R t,,t2.... tk}. We consider
only the case when the following postulates are satisfied:

R l. To every point T =  ( tly t1} . . . ,  4) of a A:-dimensional interval 
/  {а; gg t ; <  ß, ; / = 1 , 2 , . . . ,  к) there corresponds a set R t £ Si.

R 2. For any subinterval J  =  {cu ^  ti < b, ; i = \ , 2 , . . . , k ) where
(C; F  a, < b , ^ ß i ( i  1 , 2 , . . . ,  к) we have R j  = R r  £ Si.T£,T

R 3. If Т л Ф T , ,  we have R Tl- R Ti =  0 .

R 4. If A  £ ét, P (A  j R T) is a Borel-measurable function of the variables
ti, t>, . . ., t):.

R 5. There exists a function f { t x, ti t . . . ,  tL)  which is positive 
and integrable on /, and if J  is the interval a,- ^  t, < b, (/ =  1, 2, .. .,k),

6*
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(a, ^  Ui < bi ü  ß i ; i 1 ,2 , . . . ,  A:), we have

I P (Л I/?•,)/(/,, tk) d t l . . .  dt,,
Р(Л I/?./) =  —---------------------- *----------------------- •

\ f ( U , . . h )  d ti  . . .  d tk
.7

к
If R 1—R5 hold, and f ( t u . . . , t k) / / f i f ) ,  we say that the  space is abse­

i l
lu te ly  regular w ith  respect to th e  fa m ily  {R r } w ith independent parameters. 

Especially if R T is the set defined by §, =  / ! , . . . , & =  tk where §x, t2, ..
к

are random variables defined on [6’, a, Si, P ( 4 |ß ) ]  and f ( t u  . . . ,  t . )  =
j 1

the random variables §1; . . . , g fc are independent with respect to any R .,, 
further Sy has a regular conditional distribution with the generalized density 
function f j ( t )  ( j  =  1 ,2, . . . ,  k).

2. 5. R e m a rk  on Borel’s  p a ra d o x . The notions of Cavalieri spaces resp. 
regular spaces introduced in the preceding sections, are connected with the 
well-known paradox of Borel. (Cf. [1], p. 44.) Let 5  denote the surface of 
the unit sphere x2 +  y2 +  z2 =  1; let us introduce spherical coordinates cp and 
77, defined by x =  cos <p sin 77, y =  sin <p sin ,9-, z =  cos.9- (0 ^ у '< 2 :т ;  
0  ^  77 < я). Let us denote by a  the set of all Borel subsets of 5  (i. e. sets 
A  for which the set of all pairs of numbers (77, cp) for which the correspond­
ing point belongs to A, is a plane Borel set). Let us denote by the set 
of all sets B„[ t defined by the inequalities а Ш ip ^  b, c ^  77 ^  d, where 
0  S ö S i i s  2;т and 0 -= kc< d  tk  ;t. Let us put

) j sin }7d77d(f>

Р ( А \В Ь,1'1) =  Щ ---------------- if a < b ,
j j sin ddThdip

a  c

i. e. let P ( 4 ;ß )  for fixed В  be proportional to the area of A B .  Let us denote 
by B, the set (p=- t, О Ш 77 ^  it  (i. e. put B t =  B\\ o) ; let us choose a bounded 
measure ut(B ,) = 1 defined on the Borel subsets of B t and normed by 
M t ( B i ) = \ ,  and put

P (A \B \: 'l) Pt (a  b \\ :*)
fit(B \:!)

(0 ^  c <  d  ü  it),

and let us suppose that P(Bo"öx \B t) =  F (x , t )  is a continuous function of x 
and t, strictly increasing as a function of x. Clearly [S, a ,  Si, P (4 |ß )] T? 
is a conditional probability space by any choice of the measures ,m(4); we
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shall prove that it is a Cavalieri space with respect to the family {Bt\ 0 sg f < 2st) 
if and only if

(31) u t ( A )  =  у  I sin F d S .

ЛЩ
This can be shown as follows: let us suppose that S’ is a Cavalieri space 
with respect to { B t ; 0 ^  t  < 2 л:}; let us choose a number A (0 ^  A < 1) and 
define x ( t , A) as the number for which, if A(A) denotes the interval 0 ^  ^
^  x ( t , A), we have P(A(A)|Z?i) =  A, i. e. F ( x ( t , k ) , t )  =  L  Now it follows from 
our supposition, that x ( t ,  A) is a continuous function of t  and thus if 
Л(Я) =  V  A  (A), we have Л(А)£<Я, further Р(Л(А)|Д) =  Я for 0 ^ t < 2 / r .

0 ̂  t  <  2  л

It follows by II of 2. 3 that putting ßa.’o =  Äo we have P ( Л (A)|Д*!) =  A for
1) x  (i, Л)

0 s f l < k 2 ; r ,  i. e. ^ J j  sin S d tb d t  =  k { b — a). By taking the derivative
a 0

of both sides, with respect to b, by virtue of the continuity of x ( t ,  A), we obtain
*(t, >■)

that 2 j sin H d ! +  =  l. for every t  (0 Ш t  <  2 л). Thus, it follows easily that
0

(31) holds.
Our result can be stated as follows: the uniform probability distribution 

on the surface of the sphere combined with arbitrary distributions on the 
meridians <p - t  gives always a conditional probability space, but this space 
is a Cavalieri space with respect to the set of meridians (under suitable con­
tinuity restrictions) if and only if the density of the distribution is on every

meridian the same, and equal to \
2 sin (A. In this case the conditional prob­

ability space is clearly also regular with respect to the set of meridians, as 
we have

" , \ P { A \ B t) d t
Р Щ В Ч ) ^ ь ^ - а \  [ j 2 sin .Vr/.'/j d t  -r -

; ав( )' d t

2 .6 .  Com position o f  conditional probab ility  d istributions. Let us suppose 
that §,• =  |Да) ( j  =  \ , 2 ,  . . к ;  a d S )  are positive random variables on the 
conditional probability space S’ =  [5, d ,  So, P (A  |Я)]. Let us denote by 
the set of those a d S  for which gx(a) =  Л , . . . ,  §*(й) =  tk and suppose that 
the space S’ is absolutely regular with respect to the family {/?;,,
0 ti < -j- ; / =  1, 2 , . . . ,  k } ,  with independent parameters and thus the
functions F j( T )  figuring in R 5 are absolutely continuous and F j( t )  f j ( t )
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is almost everywhere positive ( 0 < / <  +  <x>). Let us suppose further that if 
M  is a Borel subset of the Ar-dimensional Euclidean space, /?-, t(tu ...,tk) ем
belongs to oß. In this case if / and I  are ^-dimensional intervals,

/  =  («; ^  ti < ß r , /== 1, 2 , . . . ,  к) and J  =  (fli ^  /,• <  br, i 1 ,2 , . . . , / c )
where 0 ^  а,- ^  a,- < b, g  /?» ( / = - 1 , 2 , . . . ,  k), we have, putting £ =  (£, , . . . ,

bj
k J f j ( t j ) d t

(32) P ( ; ' ^ . / i c / )  / / • % . —  ■

( m a t
aj

Thus the random variables St are independent with respect to any /?,.
Let us calculate the conditional probability distribution of CA. =  £,- f - - f -

-j-------(-Ia- Let B T be the interval 0 ^ t ,  < T  ( j =  1, 2 , . . . ,  k )  and A z the set
defined by £k < z .  Clearly, Лг£0й, a s y l . =  V  B ,....,h; we have by R 5

P { A B , )

к
m m  d t ;j=г

m \ m ) d t )
3 1 Ő

Now let us suppose that 0 ^ z 1 < z 2< T ;  in this case A  .c“ ,4 с: в ,  and thus

I n m ) d t j
•’ 3 1A

S * i< 4
P ( A " \ B T) =  ^  k r

/ / ( \ m d t )
■> 1 o 

and

and thus

(33)

Р(Л ,:Л.2) Р(Л ,;Л- Вт) Р(Лг1Л?2]Дг) Р (A Z1\B T)
Р (Лг2 I Вт) P (A  J B t )

I T l f j ( t j ) d t sJ j=  1к

P (Л;, I Л-,) = = ^ r  -- ,
r i M t ; ) d t ;./ ./ 1



ON A NEW AXIOMATIC THEORY OF PROBABILITY 313

It follows that if we put t
g i( t)  = =/,(/) and g j ( t ) = \ g j - i ( t — u ) f j (u )d u  if

0
and

g y ( 0  =  0  if f < 0  ( j  = 2 , 3 , . . k),
we have by (33)

j g k ( t ) d t
(34) P(A,jЛ ) \  ...... .

\g k { t ) d t
6

Thus g k ( t)  is the generalized density function of
CD

If \ f j ( t ) d t  < +  oo (/ =  1, 2 , . . . ,  k), we obtain as a special case the
0

well-known law of composition of independent probability distributions, but
аз

clearly some or all of the integrals | f ( t ) d t  may be divergent.
6

The method of Laplace transforms can be applied also in the case when
CD CD

) f j ( t ) d t  = -f-oc, but j e~stf j ( t ) d t  =  <pj(s) exists for some s > 0 ( / -  1,2, . . . ,  k)
О U co
and in this case we have, putting r//y(s)= \ e g j ( t ) d t ,  evidently

fc 0
'lpk(s) -- И fpj(s).

j=  1
If e. g. i, and )} are independent, regularly distributed random variables 

which have the (generalized) density functions x a l resp. x ß~l in (0, -f °°), 
where « > 0  and ß > 0 ,  the (generalized) density function of the random 
variable § +  is x a+ß l . A striking property of the random variables with 
density functions x a l (0<л:< +  00) is the following: if £ has the density 
function x " 1 in (0, -f  oo) and C > 0  is a constant, the random variable C£ 
has the same density function.

The problem of composition of distributions in the general case (i. e. if 
it is not supposed that the random variables considered are positive) is more intri­
cate.10 If § and i] are independent random variables with regular joint distrib­
ution and density functions f{ x ) , g ( y ) ,  respectively, and the limit

+A
j  f (x y)g(y)dy

Jim --- ---------------------- h (x )
J f ( x 0— y ) g ( y ) d y

1(1 The theory of “distributions” of L. Schwartz has to be applied.
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exists uniformly in x  and is positive on a set of positive measure, then h (x ) 
is the density function of This implies for example that if the distrib­
ution of 1] is uniform on the real axis, the distribution of £ +  is also 
uniform, whatever the density function of t, should be.

§ 3, Some applications of the notion of a conditional 
probability space

In this § we consider simple applications of the notions introduced in 
§1 and § 2 to some problems of ordinary probability theory. The random varia­
bles considered in this § are thus random variables defined on an ordinary 
probability space [5, 61, P ] ,  except when it is explicitly stated that they are 
defined on a conditional probability space.

3. 1. The lim it o f  the Poisson distribution fo r  Z-> +  oo. Let & denote 
a random variable which is distributed according to Poisson’s law with mean 
value l  > 0. The random variable generates the probability distribution on 
the set $+ of non-negative integers

pk{ l )=  P (h =  * ) = ^  (* 0,1, . . . ).

It follows easily from Stirling’s formula that

(35) lim
A -> C O

P m + iW  j
P[> \ rk(T)

for j , k  =  0, + 1 , + 2 , . . . ;  thus if $  is the set of all integers, A and В  are 
finite subsets of 3  and В  is not empty, then we have

lim Р ( £ ; . - [ / - К Л Cß)
n (A B )  
n (B )  ’

where п (В )  denotes the number of elements of B . The result can be stated 
as follows: the conditional probability distribution generated by — [/.] on 3 
tends to the uniform conditional probability distribution on 3 if Я—»+o^.

3 .2 .  The num ber o f  prim e d ivisors. An interesting application of the 
result in 3.1 to number theory is as follows: let U{ri) denote the number 
of different prime divisors of the integer n ;  let n k( N )  denote the number of 
those natural numbers n ^  N  for which U(ri) k. By a theorem of P. Erdős 
[16] we have

(36) :C±j p -  =  ( lo g ^ e юкЮйл-.^ + 0(]))

for I к — log log TV I < c  flog  log N , where c > 0  is constant, and o(l)  tends 
uniformly to 0 for N —<■>», if c is fixed. It follows that if D(1) =  0, D (2 ) -- --1 
and D (n ) =  U (n ) — [loglogn] for n =  3 , 4 , . . .  and P i,(N )  denotes the number
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of positive integers n ^ N  for which D (n ) =  k, we have by (35) and (36)

lim
N - y  со

P A N )
P A N )

for /', Ar =  0, +1, + 2 , . . . ; thus the conditional probability distribution of the 
number-theoretical function D (n ) ( \ - ^ n ^ N )  tends for to the uni­
form conditional probability distribution on S.

3 .3 .  The norm al distribution fo r  a —►+ oo. Let ga be a random variable, 
normally distributed with mean value 0 and variance <f. Then we have for
с ш  a  < b Ш d h

I e '2 d x
a

P (a  < b \c  ш Ла < d )  =  —rt—

\e~*dx
<r

and thus

lim P (ö ^ £ ,„ <  b \c  d )  =  - .—
<r—>—Ь со «  C

i. e. the conditional probability distribution, generated by on the real axis 
Л tends for »-*•-(- oo to the uniform conditional probability distribution on $ .

3. 4. L im iting  distribution o f  the sum  o f  independent random  variables. 
Let §i, g j d e n o t e  independent random variables; let us suppose 
that the variables have the same distribution with the density function f ( x )

T со

for which I f 2( x ) d x  exists.11 Let us suppose that M(§„) 0 and

+ 0 0

M (£;) =  I xi1f { x ) d x  — D 1 < +  oo.
-  CO

Let us put =  li +  lä-t-------Putting
+ 0 0

<f(/)= I eixtf (x)a'x (—™ <t<-\-  ° )̂,
-  CO

+  C0

we have j \ y ( t ) \ 'd t  <  +  oo for « ^ 2  (see [17]), and thus denoting by f„ (x )
-  CO

the density function of we have
+  00

(37) fn (x ) 2л7J ( T iO T e  ^ d t .
-00

11 These conditions can be replaced by weaker ones.
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As by supposition |г /(/)|ф 1 for /ф О  and lim 0, it follows easily

by the method of Laplace (see [17]) that

(38) M x )
1

D  \2зт п
where o ( l)—*-0 if n —*°o, uniformly for |x| ^  C, where C does not depend 
on n  ; thus for c ^  a < b ^  d  we have

(39) lim P(n S  <  b \c  ^  ьп < d )
n - >  00

b — a
~ d ^ c ’

i. e. the conditional probability distribution generated by £„ on Л tends to 
the uniform conditional probability distribution on SI for /?—►°o.

3 .5 . A connection  between th e  uniform  conditional probability  distribution  
on  i t ,  and on §+.  Let [S, <£f, oB, P ( A |ß ) ]  denote a conditional probability 
field, H =  S(a) ( a ^ S )  a random variable, which takes only non-negative 
integer values; let us denote by A k the set of those a £ S for which £ ( a ) = k ,

n

put B n ----- ^  A u, and let us suppose that A k £ Si> and B u £Sb (k , n  0,1,2, . . .).
f,=0

Let us suppose that / =  /(a) is an other random variable which generates 
a regular uniform conditional probability distribution on the positive real 
axis Л+; let us denote by G the set of those a  £ S  for which 1(a ) — t  and 
put D , = C y ; 'et us suppose that G £ cß, D r £ SI, further that B„D X £ $

( 0 < x < - f o o ,  n  =  0 ,1,2, . . . ) .  We suppose

(40) P (4 , G) (к  0 ,1 , . . . ) ,

i. e. that § has a Poisson distribution with mean value t under the hypothe­
sis that l  =  t. We shall prove that in this case the conditional probability 
distribution generated by § on the set of non-negative integers ŐL is the 
uniform distribution, i. e.

Р (ф |Д ,) =  Р (£ =  k \ t ^  =  for k  =  0 , l , . . . , n ;  n 0 ,1, . . . .

I'his can be shown as follows: We have by Theorem 12
P (A k \ D x)(41) P ( A h\B„) = lim P ( A k \B„D ,) -  lim P (B n \ D ,)  ■

As we have supposed that the distribution of l  is not only uniform on Jt+ 
but also regular, we have 42

(42) P (A  I D x)
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and thus by (41) and (42)
COI P ( A , . \ C t ) d t

(43) Р(А,|Д,) ^ 4 --------------- •
n r

' Z  P ( A , , \ C < ) d tfc=0 J
As by (40)

CD CO

I P ( A , , \ C , ) d t  I t  ek y d t  1,
0 <• 

it follows from (43) that

which was to be proved.
A realisation of what has been said can be given as follows: let 5  

denote the strip 0 ^ x <  +  oo) 0  =  J; < l  of the (x, y) plane, él the set of all 
measurable subsets of S, the set of all Borel-measurable subsets of 5  with

Fig. 1

positive and finite measure, and of all sets of positive linear measure lying on 

some line x  t (0 ^  t  < +  °o), and let us put P ( A \B )  ^ > if m2(B)>0,

where m 2(B ) and m 2( A B ) denote the plane Lebesgue measure of В  and A B ,  
respectively, and put P (A \B )  --= , if В  is lying on a line л- t, where
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m ^ B )  denotes the linear Lebesgue measure of B. Define к as follows: к 
-- к (x ,у )  x , and define § =  §(*,y) as follows: for a fixed value of л: let us

\x>e~x ^ x J'e~
т г * у < И т

have § = 0  for O ^ y  < e~x , and S=Ar for
к-1
2 ”
j= 0

(k  1,2,...).
The sets A- are shown on Fig. 1.
Clearly each set A (A: =  0 , 1 , . . . )  has the area 1. Our result can be 

stated in the following suggestive form : if § has the Poisson distribution 
with mean value t under the hypothesis k  =  t  and the conditional distribution 
of к is regular and uniform on <&+, £ is uniformly distributed on $+. Clearly 
the result obtained is a consequence of the following remarkable property of

the Poisson distribution: each member l ke }-
k \ of the Poisson distribution is as

a function of к for fixed к  a probability density function in the interval
( 0  s i  к <  +  о с).

3. 6. R em arks on the  m ethod o f  B ayes. Let §  [5, 6t, cB, P (A  B ) \  denote
a conditional probability space. Let S =  ?(u)and // =  7;(ö) ( a £ S )  be random 
variables on §  and suppose that §  is regular with respect to the family of 
sets defined by £ x ,ry - у  for — o c < x <  +  oo; —oc<y<-f -oc  and 
let us suppose that R f ’y =  ^  R ,,, where — м < с < ( / < Т » ,

4 o x<fd, у~У ' ó
— ос <  7 <  г) <  +  ос, further if — oo c < d  ш  +  00 and — ос <  у  <  r) <  +  oc, 
we have

d A
I I P (A  R .,)h ( x ,  y ) d x d y

(44) P ( 4 | / # Д  = 7 ,------:---------------- ,
I I h (x , y ) d x d y

с у

where h ( x ,y )  is positive and integrable on any finite rectangle of the (x,y) 
plane.

Let us suppose further that R ff  £ oB if c < d  and R f f  £ oB if у  < ő, 
further that we have

d
I P (A \R ,,,)h (x , y ) d x

(45) P  (A  \ R t f )  =  -̂-------------------  (c < d )
I h (x , y ) d x

and <)
I P ( A R ry)h {x , y ) d y

p ( A  R t : )
I h (x , y ) d y

(46) (7 < 6).



ON A NEW AXIOMATIC THEORY OF PROBABILITY 319

In this case clearly for any fixed y , h ( x , y )  is, as a function of x, the condi­
tional density function of S under hypothesis  ̂=  y and, for any fixed 
x , h { x , y )  is, as a function of y, the conditional density function of rj under 
the hypothesis § =  x. As a matter of fact, choosing y  =  0  =  y  we have for 
c  < b  ^ k d  from (45)

b

) h (x ,  y ) d x
(47) P(a ^  § <  b\c ^  5 <  d, i}= =  ---------------

I h (x ,  y ) d x
c

and choosing a  ß  x  we have for y ^ a < ß ^ ö  from (44)
в
I fi(x , y ) d y

(48) P  (('■ < ß\ у  g  >, < ő, § =  x )  =  ---- -------------- .

J  h (x > y )d y
У

It should be mentioned that the set R x defined by £ =  x is not sup­
posed to belong to c&, and thus h ( x , y ) is not an ordinary conditional den­
sity function, but only a generalized conditional density function, in the sense 
defined in 1.6. By other words, h ( x , y ) is the generalized density function 
of the random variable ц on the subspace (/?.,., <3LX, Si.r, P.r) of (S , А , В , P) 
where £L is the set of all sets of the form A B X with A §hx the set of 
all sets ß£pß which are subsets of R x and P.r(A!ß) is defined by

P, (4jß)  =  P (4 |ß )
for A 6 tL and В  d $ox . If clearly h { x ,y )  is up to a constant factor
the ordinary conditional density function of ц under the condition R,, and
in this case f ( x )  = \ h ( x , y ) d y  is finite.

- f  CO

If f ( x )  I h ( x ,y ) d y  is finite for every x, then /(x )  is the generalized
-  CO

density function of S. As a matter of fact, we have by Theorem 12
b

j f ( x ) d x
P ( a s t < f t ,c g 5 < ( / ) =  Mm P ( a ^ § < ö | c ^ 5 < r f ,  у  ^ k i} <  d) =  ̂ j--------- .

,w+” I f ( x ) d x
c

Putting

(49) g i y \ x ) = W L &

besides h (x , y), g (y |x ) is the normed (i. e. ordinary) conditional density func-
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tion of г] under condition ? =  x. Similarly, if we denote by f { x \ y )  the gener­
alized conditional density function of £ under the condition ц = у ,  we may 
put /(x |y ) =  h (x ,  y )  and thus we have
(50) f ( x \ y )  g ( y \ x ) f ( x ) .

+ 00
If I h ( x , y ) d x  is also finite,

-CO

L

J  g ( y \ x ) f ( x ) d x

is the normed (ordinary) conditional density function of 2 under the hypo­
thesis TJ =  y.

The result obtained in this § is a generalization of the well-known 
method of Bayes. The generalization consists in the possibility that
+ CO +00
I f ( x ) d x  and I f ( x \ y ) d x  may be divergent.

- C D  - C D

Clearly if h ( x , y )  vanishes in some points of the plane, all what we 
have said remains valid, only we may use as conditions only such sets

(1 s

с ^  I  < d ,  7  Ш T] <  ő  for which | | h (x , y ) d x  d y  > 0.
<• У

3. 7. C onditional ergodicity o f  M arkov chains. Let us consider a tempo­
rally homogeneous Markov chain with a denumerable set of possible states; 
let us denote the states by the numbers 0, + 1 , + 2 , . . .  and put 2„ =  к  if 
the system is in state к  at time n (n  0, 1,2, . . . ) .  Let us denote by Pjk the 
probability of passing from state j  to state к  in one step, i. e. P lk =  

P(2,H-1 =  Ar|2» — /)• We introduce the following notion: if there exists 
a sequence P k of positive numbers, with the property that, putting 
P(2„ A:I So y) =  P|fc ,J we have

(52) lim
11 — CO Pjk

Pi
Pi.

for all h , i , j , k  0, + 1 , - r 2 , . . . ,  we shall say that the Markov chain is con­
ditionally ergodic. If the chain is ergodic in the usual sense (see [18]), i. e. if
(53) lim P&> =  P . > 0  (/, к =  0, ±  1, ± 2 , ...),

II - >  CO

then (52) holds and we have P k
/ с = -  CO

1.

It is possible, however, that (52) holds without (53) taking place;
+  CO

especially, this is the case if (52) holds and P k =  + o ° .  If a Markov
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chain is conditionally ergodic, this implies that the conditional probability 
distribution generated by jj„ on the set of integers converges to the con­

ditional probability distribution defined by P(A|.ß)
Puk£AB

2 f t
where A and В

are subsets of the set of integers and В  is finite and not empty.
Let us suppose that the Markov chain considered is irreducible and all 

its states are recurrent null states (see [18]) in which case lim Pj£) =  0. If
n - >  CO

the numbers P k in (52) satisfy the system of equations

(54)
00

Pk =  2  PjPjk (к  =  0, ±  1, +  2, . . . ) ,
j —~ 00

we say that the conditional limiting distribution defined by the numbers P k 
is a stationary distribution. If the conditional limiting distribution exists, it is 
always a stationary distribution, i. e. (52) implies (54). As a matter of fact,

CO

as we have supposed that all states are recurrent, the series ^ P k'k ( k = Q ,+ 1,...)
/1=1

diverges, and thus, it follows from (52) that
П

V  P (r)
(55) =  lim ^ ------=  % - .

пч-со (r)
M X )r—1

But it has been proved by C. Derman [19] that if all states of an irreducible 
chain are recurrent null states, the only solution P k =  Vk of the system of 
equations (54) with V0=  1 is given by the limits in (55) which always exist.

The existence of the limits (52) has been proved by P. Erdős and 
K. L. Chung [20] in the special case, of additive Markov chains. Let us
consider an additive Markov chain, i. e. put + 1)\ +  d. -)-----+  d„ where
the dfc’s are independent equidistributed random variables which take only 
integer values, further suppose that the following conditions are satisfied:

Let us put P(d;, . =  r) =  W r (r  =  0, + 1 , + 2 ,  . . .).  We suppose that the 
greatest common divisor of the differences r —s where r and s are such 
integers, for which VI/, > 0 and ^ > 0 ,  is equal to 1, further that

T C P  + 0 0

S ’ |rj W,. <  +  oo and S  rW r = 0 . It has been shown by K. L. Chung
r= - 00 r = -  CO

and P. Erdős [20] that in this case the chain is (in our terminology) con­
ditionally ergodic, and the limiting conditional distribution is the uniform 
distribution over the set of all integers, i. e. P k =  1. If the variance

+  CO

Z)2=  S  of the variables dk exists, this follows easily by Laplace’s.
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method; as a matter of fact in this case, putting <p(t)
+Л

(56)

+  03

N1 W reirt, we have

and thus, by Laplace’s method, 

<57)
what implies 

(58)

•*ik ‘
1

D]f 2;T n
p ( ’>)

lim —j -  =  1.

If D =  +oo , the proof is more intricate.
The existence of the limits (52) in the general case is still open, as has 

been pointed out by Chung [21].

3. 8. On a p a ra d o x  o f  the renewal theory. Renewal theory (see [22]) 
deals with stochastic processes of the following type (“recurrent pro­
cesses”): events occur at the moments 0 <  ту <  r 2 < ••• < t„ <  • • • where 
the differences r„ — =  are independent positive random variables
with the same distribution function F (x) —  P(i„ < jc); for any f > 0  
let г „(() denote the moment when the first event after time t occurs, 
i. e. we suppose =  t < t„(() and put x9(t) =  r„o) — t; 3 ( t )  is the
waiting time at t, i. e. the time somebody arriving at time t  has to wait 
until the next event occurs. Let us now suppose that somebody arrives at 
random in the time interval (0, T )  at time r, where т  is uniformly distributed 
in (0, T ) and let us put д ( Т )  =  &(т). it has been proved by W. Feller

CD

[22] that if m  =  | x d F ( x )  (the mean value of the time interval between con-
ö

secutive events) exists, and F (x )  is not a lattice distribution function, the 
distribution of 3 ( T )  tends for T —* »  to the limiting distribution

x

(59) / / ( * ) =  lim P (^ (7 )< x ) =  — I (1 — F (u  )d u .
r->a> № J0

It has been shown by L. Takács [23] that if we consider ö ( T )  instead of 
# (T ), the limiting distribution exists for any F (x )  with finite mean value, 
and is the same as in the case of ^(T), i. e. we have

(60) H ( x )  lim P ( d ( T )  < x)
T - >  со

X

] J ( 1  - F ( u ) ) d u .
0

It has been pointed out by L. T akács [23] that the fact that the mean value
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of the distribution function H (x) is m  ' °  where a 2 denotes the variance4 '  2m
CO

of i. e. o2= |  (x— m fd F ( x ) ,  implies that if a — -\-oo , the mean value
(1

of ő ( T )  tends to +  oo in spite of the fact that ő ( T )  is the part of some 
time interval §„ having the finite mean value m.

The situation is still more paradox, if m =  ©o; it can be shown (see [9]) 
that in this case
(61) lim P(d(T) < x ) — 0

T-> со

for all finite x; nevertheless, if putting G ( x ) = | ( l — F ( t) )d t  the condition
0

(62) .. x G '( x )  A lim у  = 0  x->-co G(x)
is satisfied, there exists the limit of the conditional distribution of d(T), and 
we have

(63) lim P (r )(r )< x |d (T )< j’)
T - > -  CD

G (x)  
G (y )

— for 0 < х £ = у <  +  «з.

3 .9 .  D eduction o f  M axw ell’s  law o f  velocity distribution. Let us 
consider an ideal gas consisting of N  particles with equal masses m, let 
ck, цк, Ck denote the x, y , 2 -component of the velocity of the Аг-th particle; 
we suppose that rik, t.k (* =  1,2, . . . , N )  are random variables defined on 
a conditional probability space [S, &, Si, P(A|ß)]. Let us suppose that the 
conditional probability distribution generated by the variables £k, щ ,
(* = 1 , 2 in the 3 TV-dimensional Euclidean space is uniform, further 
that the space is regular with respect to the sets defined by £k =  x k , rjk =  y k, 
Sa■ =  z k (—оэ < x k < +  °c, —сю < y k <  -|- oc, — oo < z k <  +  oc; k =  1,2, . . . ,  N ),
further that the sets ^  /?#,........* belong to Sh, where R t is

the set defined by i \  =  U, =  £i =  /3, S2 =  /4, . . . ,  £„ =  t3x and Af is a
Borel subset of the 3./V-dimensional Euclidean space, further that the space 
is also regular with respect to the sets defined by Ы +  >fk +  ~ l= Z  A 
( * = 1 , 2 , . . . , A; 0 < 2 ' a  < +  oc)- All these conditions are satisfied, if 5  is 
the 3 TV-dimensional Euclidean space, 61 the set of all Borel subsets of S, 
c8a the set of all Borel subsets of 5  which have positive and finite *-dimen-

3X
sional measure ( * = 1 , 2 , . . . ,  3N ), cB0 the set of all points of 5  and $ j =  y '.S lk

Jr=U
and we put P(A|T?)=1 if В  £ Si„ and B ^ A ,  P(A|ß) =  

and B ^ Ä ,  further P {A B ) =  if B £ § b k , where

the *-dimensional measure of C ( * =  1, 2 , . . . ,  ЗА/), further

0 if В  £ oB0 

m k(C )  is 

if denoting

7 Acta Mathematica VI/3—4
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by P = ( x u y l , z 1, . . xv, y.v, Zk ) a point of S , we put e i ( P )  =  x u 
Цх (Я ) =  Ух, ■ ■ ■, ' i x ( P )  =  Zn .

It follows that the kinetic energy m ( 0  +  ?$ +  &) of the k-Va par­

ticle has the density function fx  for 0 < x  < -f- oo and thus by 2. 6 that the
N

kinetic energy of the whole gas has the density function g N(x)
defined by the recursion

Thus

g i (x) =  Ух, g k(x) I g k x (x — y )  l'y d y  for x s  0.

(X 0),

and therefore, as any constant factor is irrelevant, we may take x 2 (x  > 0) 
for the density function of s.

Similarly, the conditional density function of * under condition t k t
3 N - Ő

is clearly (x— t)  2 for x ^  t. It can be easily verified that the conditions 
for applying formula (48) are fulfilled, and thus we obtain that the conditional 
density function of sk with respect to the condition г>= E  is

ЗЛ’-Г,

nsr-r,
( E — x ) ~  If x

? ЗУ -5
( E —x) 2 ] fx d x Уx  d x

If TV is a large number, we have, putting ß —  „ - , approximatelyI t ,
U N -Г у

11 — ~  | ~  e~^r and thus

f ,  -V 2/Í3 2
f ( x \ E ) ~  -j7=- fx  • e-pr.у Л

Thus the conditional density function g ( x \E )  =  m x f ^ ^ - x l \E ^  of the velocity

Vl. =  }f§5-|_ _|_ r- of the £-th particle under condition s —  E  is approximately

S (x!£) 2_ J_
:т o ’ a xre
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1 к  T  where T  denotes the absol-where a  = —==■. As it is known that
У ruff N

ute temperature of the gas and к  the constant of Boltzmann, we have
1

k T and a k T
m Thus finally we obtain

(64) S ( x \E ) - m
:т 1 k T (0 < л:< -{- »о),

i. e. Maxwell’s law of velocity distribution.
Summarising, we may state our result as follows: if the components of 

the velocity of each of TV particles are independent of each other and of 
the components of the velocity of the other particles, further if all these ran­
dom variables have regular uniform (a priori) distributions on the whole real 
axis, then the (a posteriori) distribution of the velocity of each particle under 
the condition that the kinetic energy of the whole system is given, is approxi­
mately, if N  is large, the Maxwell distribution (64).

The proof given above shows clearly that the law of Maxwell is an 
approximation, which is valid only for a large number of particles. For a 
small number N  we obtain the exact formula

(65) g x ( x \ E ) Г Щ
' ■ m

/ ,|37V—3| 
2 '

xr 1 1ПХ- 1 -
~ 2 E l

It can also be shown by the same way that the conditional density function 
of each of the variables i f , r;,,, £,,: under the condition s =  E  is exactly

( 66 ) h (x  E )

where Thus under the condition n = E  all these variables are
m

approximately normally distributed. This is the reason why the velocities have 
a Maxwell distribution, as the Maxwell distribution can be defined as the 
distribution of a variable |/if +  rf +  £f where §> i], £ are independent and nor­
mally distributed random variables with mean value 0 and variance a2.

7*
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§ 4. Conditional laws of large numbers

Conditional probability is in the same relation to conditional relative 
frequency as ordinary probability to ordinary relative frequency. This relation, 
which is well known as an empirical fact from everyday experience, is de­
scribed mathematically by the laws of large numbers.

The laws of large numbers concerning the behaviour in the limit of the 
conditional relative frequency (and generalizations concerning conditional 
means of observations) shall be called “conditional laws of large numbers”. These 
laws will be investigated in this §. Before going into details it should be empha­
sized that the conditional probability Р(Л|Я) is considered in this paper as 
an objective characteristic of the random event A, under an objective condi­
tion B , and its value as that number in the near neighbourhood of which

the corresponding conditional relative frequency к Mi 
kj: will be found in general,

if a sufficiently great number n of observations is made, where k fí de­
notes the number of those under the n observations with respect to which 
the condition В  has been realised, and k Au the number of those observations 
which gave such results that, besides the condition В  being realised, the 
event A occurred also, and it is supposed that k B > 0.

4. 1. A  s tro n g  law o f  la rge  numbers. In this section we consider ran­
dom variables defined on an ordinary probability space. We shall need the 
following

Lemma 1. L e t ii, . be m u tu a lly  independent random variables
with mean values M(£„) =  M„ sr 0 and fin ite  variances D Í  D ’(£„). L et us

n
p u t  £„ =  2'ifc a n d  A,, =  M (£„) =  M i +  M-, + -----j-M „, a n d  suppose th a t thek=1
fo llo w in g  conditions are fu l f i l le d :  

a) lim A n =  +  00 у
n->co

b) 2 ,
у  Di,

1 A~„
I t  fo llow s th a t

(67) p ( lim jL =  l |  1.
\ П - У  СО П н  J

P roof. Lemma 1 (see e. g. [27], p. 238) is a consequence of the 
well-known theorem of Kolmogorov, according to which if íj2, • • p n, • • • 
are mutually independent random variables and M(?//l) =  0 (A: =  1,2, . . . ),  then

CO

rjk converges with probability 1, provided that the series con_
J. I
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verges. Lemma 1 can be proved also directly by applying the following 
inequality which has been found recently by J. Hájek (see [12]):

Lemma 2. L et >ti, . . . ,  rjn, . . .  denote m u tu a lly  independent random  vari­
ables w ith mean values M(/jA) 0 a n d  variances D '(rjK) =  D i ( k =  1,2, . . . ) .  
L et с,, denote a decreasing sequence o f  positive num bers, ck s  ck+1 (к  Ш n ); then we 
have fo r  any s >  0

(68) P(maxc,.|?j, +  ÍL +n^k i ’ с Ш
£  v fc=l k = n + l

Applying Lemma 2, Lemma 1 can be proved as follows: it follows from (68), 

applied for —M u ,c k =  ! that

(69) P sup к
A k~

Z d I
k = t  1

CO

4 .  2 D l
A t l : = n + l Ä l

As a) and b) clearly imply that

(70)

it follows from (69) that

(71) Hm P j sup
Я->-00 \

Z D l
lim ' „ =  0,
«-><» A~„

— 1 г =  0 for any s > 0.

and (71) is evidently equivalent to (67).
4 .2 .  A conditional law o f  large numbers.

T heorem 15. L et [S, 61, SI, P (A jß )] denote a conditional probability  
space a n d  £>, . random  variables on S  which are m u tu a lly  inde­
penden t with respect to C  £ <$L Let <?/ denote the interval а x  < b (a < b )  o f  
the real axis. Let B„ denote the set o f  those a £ S  fo r  which £„ (a) £ 3, a n d  
suppose tha t B„ C  and  B„ L S I ; let us suppose th a t M (f„ | В ,)  M„ > 0 and  
DJ(£„ jB„) =  D Í ex ists  (n — 1,2, . . . ) .  Let us p u t  P(ß„|C) - />„ a n d  suppose  
th a t the  fo llo w in g  conditions are sa tis fied :

(72)
CO

У . p„ —  +  0 0  and JV — 1 П-
n

X  Pi.Mk
(73) lim *=1

n - У  CD T
_  Pi.

M

~Ь ° ° ;
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e x is t s ;

(74)

Then  we have

(75)

\T  P k (D l- \- ( \—p k)M i)
Z j -----— 7~k-------- \2------- < +  00 •

[ Z p j M jl j  I

lim

2 '  I
ifc e §1 < ft: < W

» - >  CD ^  f 1

í*€ §1 =£А-=5и

л е е

Proof. Let us define the random variable o. as follows: j?fc =  l if 
and «;, =  0 if let us put §t =  §*e*. Then we have

M(SE I C )= A A ik and M(§f ] С) /л (D Í  +  Mj~)
and thus

D-(S| C) Pi. (Dl +  (1 — a ) Aik).
Applying Lemma 1 to the sequence £* of random variables on C, it follows 
that

(76) lim : 1
/(->-00 -X .  1

2  A-Afkк— 1

c l.

On the other hand, let us apply Lemma 1 to the sequence of random vari­
ables в* on C. As

M(sk \ C ) p k and D-(íj.IC) -- p n (1 —p i),
it follows that

(77)
2 */. : ~ 1lim

/(-►CO

k—1Pk
c 1.

Combining (76), (77) and condition b) of the theorem, and taking into 
account that

2  & . ■ 2 ? *  and 2 1 1 2 f t >
w. §  *=1 I

(75) follows. Thus Theorem 15 is proved.
The statement of Theorem 15 can be expressed in words as follows: 

the conditional empirical mean value of those of the variables §i,§2, 
which take on values lying in the interval oJ, converges with conditional prob­
ability 1 with respect to C to the limit M  defined by (73). In the special
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case, when M„ = M  >  0 and D n —  D  >  0 do not depend on n, the conditions
CD

(72)—(74) reduce to the single condition that the series ^ p „  diverges.
«=з1

Especially let us suppose further that ől is the closed interval [0, 1] and the 
only values in 3  which the variables §„ can take on B„ are the values 0 and 
1 (of course can take also other values outside 5). Suppose that A„ is the 
set on which $„ =  1, and p  Р(Л„|б„)>0 does not depend on n.

In this case the events A n and B„ can be interpreted as the events 
consisting in the realisation of some events A and B , respectively, at the л-th 
experiment in a sequence of independent experiments, and we may put 
p  P ( A \B ) ;  in this case

W  B )

"V sx . ьк
Zk £ £)1 <k<n

n

2  1
i/, =l, ISO'S«

V 1- 0 or 1,1

is the conditional relative frequency of the event A  with respect to the event 
В  in course of the first n observations.12 The statement of Theorem 15 gives 
for this special case
(78) P(lim/„(i4 |ß )  Р(Л|Я)|С) =  1,

« —►СО

if P (B  С ) > 0, i. е. the conditional relative frequency  o f  the event A  with res­
pect to the event В  converges with the conditional probability  1 (w ith  respect 
to C) to the conditional probability o f  A  with respect to B.

4 .3 .  G eneralization o f  the theorem  o f  Borel on normal decim als. The 
theorem of Borel [25] states that if f , ( k - , x ) denotes the relative frequency 
of the number к  between the first n  digits of the decimal expansion of the 
real number x ( O ^ x c l ) ,  we have

(79) lim f ,  ( к ; x )  =  т’ (к  0, 1 , 2 , . . . ,  9)
« - >  CO 1 U

for almost every x; similarly all possible digits occur in the limit with equal 
frequency in the expansion, in the number system with any basis q  of almost 
all real numbers.

We consider a more general representation of real numbers; namely 
expansion of real numbers into Cantor’s series. Let q„ (n 1 , 2 , . . . )  denote 
an arbitrary sequence of integers, q„ s^ 2. It is easy to prove (see [24]) that

12 This interpretation suggests itself in the following special case: let us form the 
Cartesian product of a denumerable sequence of isomorphic conditional probability spaces1 2 n
[S, a ,  o&, P| and denote by An resp. B„ the sets defined by If *1§ * ■ ■ ■ * A * S # ■ ■ ■ resp.1 2 и
ii * S * ■ ■ ■ * В * S * ■■ ■ (see section 1. 11).
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any real number x ( 0 g x < l )  can be represented in the form

= У £«(x)
“  g xq.2---q„

where s„(x) may take on the values 0, —1; the digits s„(x) are
uniquely determined except for those rational numbers x which can be writ­

ten in the form x =  ^  ■ «»(x)
■ <7i <72---<7»

presentation the alternative infinite representation

(M x) >0), where besides this finite re-

Л-1
y _ eB(x) Sy(x)—1 q* - 1У
“  q1q2 . . . q n ' q 1q.i . . . q y  ' „=7+i q ,q2. . . q n

is also possible. We shall prove that in the case q n —►+ oc, when all non­
negative integers are possible “digits”, all these digits occur in the limit with

the same (conditional) relative frequency, provided that У — diverges. This
II :̂ 1 qn

is contained in the following theorem which is a consequence of Theorem 15. 
Theorem 16. L et the num bers q„ sa tisfy  the fo llow ing  cond itions:
a) q„ is an integer, qn Ш 2 f o r  n —  1,2, . . . ,
b) q„ s  N  fo r  п ш п 0,

c) V 1
1 q„ :+  °°-

L et us consider the expansion o f  real num bers x  (0 5= x < 1) in to  Cantor’s  
series with quo tien ts qn, i. e. the expansion

(80) У í»(x)
“ i q xq . i . . .q n

where t n(x ) is one o f  the num bers 0, 1 , . . . , q n — 1.
L et F „ { k ;x ) denote how m a n y  o f  the “d ig its ” £г(х), #2(x) , . . . ,  i„(x) are 

eq u a l to k. Then f o r  alm ost every x  in (0, 1) we have
F„ ( j ; x)(81) lim F ( k - x )n - >  oo 1 п\П- j

1 fo r  O ^ j  ^ k ^ N ~ \ .

Remark 1. If qn - > - ° condition b) is fulfilled for every N , and thus 
(81) holds for any pair of non-negative integers j  and k, i. e. all dig its  
0, 1 ,2 , . . .  occur in  the lim it a sym p to tica lly  w ith  the  same frequency , in the 
C antor expansion o f  alm ost all rea l numbers. This is the case, for instance, 
if q n =  n +  \ ,  i. e. if we consider the expansion

(82) x =
' Ö  k \

where *fc(x) can have the values 0, 1 , . . . , k —1.
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Remark 2. It follows from (81) that for almost all x

(83) lim =  T T T  for k  0 , 1 , . . . , /  and / =  1, 2 , . . . ,  N —  1.
oo ^  ' +  1

3=0
This is an other way of expressing that the frequencies of all digits
0 , 1 , . . . , N —1 are in the limit equal to another.

If q n —f o o ,  we have

(84) lim F = 0 for к  0, 1 , . . .
Jf-vco M

for almost all x. This can be shown to be a consequence of Lemma 1 (see
(86) below).

Remark 3. Theorem 16 clearly reduces to the theorem of Borel if 
<7 „ =  10 for n =  1 , 2 , . . .  .

Proof. Theorem 16 is a special case of Theorem 15, but it is more 
simple to prove it directly by means of Lemma 1 of section 4. 1. Let us 
consider the ordinary probability space [5, 61, Р(Л)] which we obtain if we 
choose for 5  the interval (0, 1), for £t the set of all measurable subsets of 5  
and put Я(Л) =  т(Л ) where m (A ) is the Lebesgue measure of the set A. Let 
us define the random variables =  £„a(x) ( 0 ^ x < l )  for О ш к ^ п — 1 
(л =  1,2, . . . )  as follows:

11 if 8u(x ) =  k,
Sl (Л!) 10 otherwise.

The variables (n  
we have M„, M(5„,,(x))

1,2, . . . )  are clearly mutually independent, further

1 1
Я»

for q„ Ш к  у1 and D i,  D"(t„,.(x)) ~Qn Q a
i. e. for n Ш n„ if к  < N ;  the values of M„, resp. D„;. for n  < n„ are irrelevant. 
Condition a) of Lemma 1 follows from supposition b) of Theorem 16, and 
condition b) of Lemma 1 follows also from supposition b) of Theorem 16. 
Thus we have

(86) lim
. ! /-> •  co

-1/

91=1 =  1 =  1.M .
■ y

á ,  q„
.1/

, N —1 and F ,[ ( k ; x) the assertion
of Theorem 16 follows.

The results of this section (as well as those of section 3. 2) show that 
there exist sequences x u  x2, . . . ,  x„, consisting of the numbers 0 , 1 , 2 , . . . ,  in

F„(k) 
nwhich the relative frequency (where F„(k) denotes how many of the
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numbers x u  x.2, . . x„ are equal to к ) of every number к  0 , 1 , . . .  tends to 
0 for tx —► °o, but the conditional relative frequencies converge to definite 
limits, i. e.

Hm _ ^ L = -  - p -  (Л =  0, 1 , . . . ,  At; k =  1 ,2 , . . . )
I t >  СО -X. 4  _

2  Fn{j) 2 . Р /j=*> /=**
CO

where Л  > 0  for A: =  0, 1 , . . .  and —  Such sequences may be
lc— 0

considered as mathematical models of sequences of observations on a random 
variable H, defined on a conditional probability field, and having the conditional 
distribution

P(g =  / t | 0 ^ S ; £ * ) =  p -  (h 0,1 , . . . , k ; k  1,2, . . . ) .

j - o

(Received 25 July 1955)
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НОВОЕ АКСИОМАТИЧЕСКОЕ ПОСТРОЕНИЕ ТЕОРИИ ВЕРОЯТНОСТЕЙ
А. Р е н ь и (Будапешт)

(Резюме)
Работа содержит новое аксиоматическое построение теории вероятностей; основ­

ное понятие в этой новой теории, являющейся обобщением теории А. Н. Колмо­
горова,  — понятие условной вероятности. Потребность в разработке новой теории 
была вызвана тем, что в теории А. Н. Ко л мо г о р о в а  неограниченные меры исклю­
чены, так, например, не имеет смысла говорить о равномерном распределении, во всем 
л-мерном евклидовом пространстве, в то время, как приложения теории вероятности 
к физике, к интегральной геометрии, теории чисел и т. д. требуют рассмотрения таких 
не нормируемых распределений. Выбирая в качестве основного понятия теории вероят­
ностей понятие условной вероятности, упомянутым не нормируемым распределениям 
можно дать точный математический смысл. Новая теория делает возможным обобщение 
целого ряда теорем теории вероятностей и новые приложения теории; работа занима­
ется разработкой новой теории и знакомит с некоторыми ее типичными приложениями. 
Теория исходит из следующих предположений и аксиом:

Пусть S есть любое множество, которое мы будем называть пространством 
событий; пусть <£[' есть w-алгебра подмножеств пространства S, элементы £[ мы будем
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называть событиями; пусть Jg> есть некоторое не пустое подмножество от (J£ есть 
множество всех допустимых условии), а Р(Л i В) функция множеств от двух перемен­
ных, определенная, если Л £ £[ и ß  £ <$>; число Р(А В) мы будем называть условной 
вероятностью события А относительно условия В. Предположим, что выполняются 
следующие 3 аксиомы:

Аксиома I. P(A|ß)2gO, если А £ <£[ и ß  £ $ , и P ( ß |ß ) -  1, еслиВ£|&.
Аксиома II. Если ß  £ фиксирован, P(A|ß) есть мера на о-алгебре £[.
Аксиома III. Если А £ ££, В £ £J, С £ и В С £ то

P(A|ßC) P(ß|C) P(Aß|C).
Если аксиомы I—III выполненны, то совокупность множества S, »-алгебры £J 

системы множеств и функции множеств Р (Л | ß) назовем пространством условной 
вероятности и обозначим через [S, <fj, Jg, Р].

Очевидно, что если В фиксированно, то S, £] и Р (Л j ß) образуют по теории 
А. Н. К о л м о г о р о в а  пространство вероятности. Поэтому пространство условной 
вероятности является ни чем иным, как совокупностью обыкновенных пространств вероят­
ности, связанных аксиомой III.

В качестве непосредственного следствия аксиом получается равенство P(Ajß) 
P(Aß|ß), а поэтому P(Ajß)<;i. Раздел 1.4 занимается дальнейшими простыми след­
ствиями аксиом. В разделе 1.5 исследуется при каких условиях условная вероятность

Q(Aß)Р (А IВ) может быть представлена в виде P(Ajß) Q(ß) , где Q мера (не обязательно
ограниченная) на »-алгебре <£) и Q(B) >  0 для B f  Jg. Исчерпывающее исследование 
этого вопроса, а также следующего более общего вопроса: в каком случае условная
вероятность P(Ajß) может быть представлена в виде Р (Л В) Qß(AB)- , где мера Q:

QÁB)
выбирается из некоторого множества мер в зависимости от В, можно найти в работе 
А. Ча с а р а  [13]. В разделе 1.6 исследуются случайные величины, определенные в 
пространстве условной вероятности, и содержит определение их функции распределения 
и функции плотности.

Функцию с s (.v) (s £ S) мы называем случайной величиной, если она измерима 
относительно £J. Монотонно неубывающую и слева непрерывную функцию F(x) мы 
называем (обобщенной) функцией распределения случайной величины 5, если .множество, 
где ű j S s ( s ) < ö ,  принадлежит J 5 , ,  предполагая, что F(b)—F(ci)> 0 ,  и в этом случае

P ( c ^ | < d | ű ^ ? < ö ) F(d)-F(c)  
F(b)~F(a) ’ если a g; с <  d á  fr-

Функция распределения F(x) не определена однозначно, потому что вместе с 
F(x) определению удовлетворяет и ЛF(x) - j-  //, где Л > 0 и и вещественно; функция 
распределения F(x) может принимать любые вещественные (значит и отрицательные) 
значения. Если F(x) абсолютно непрерывна, функцию f(x) F'(x) назовем обобщенной 
функцией плотности случайной величины I ; функция плотности определена лишь с

+  00

точностью до положительного постоянного сомножителя и | f(x) dx не обязательно
-  СО

существует. Если, в частности, f(x) =  1 (—х  *), то мы говорим, что случай­
ная величина £ равномерно распределена на всей вещественной оси. Раздел 1.7 занима- 
ется одной переформулировкой аксиомы III. В разделе 1.8 рассматривается расширение 
пространств условной вероятности, в 1.9 — непрерывность условной вероятности, 
в 1.10 — определение произведения пространств условной вероятности. Разделы 2.1 и



ON A NEW AXIOMATIC THEORY OF PROBABILITY 335

2.2 содержат примеры построения пространств условной вероятности, в разделах 2.3 
и 2.4 изучаются пространства условной вероятности, обладающие некоторыми дополни­
тельными свойствами: так называемые пространства Кавальери и регулярные про­
странства. Раздел 2.5 рассматривает парадокс Бореля,  2.6 — распределение суммы 
независимых случайных величин и композицию введенных в разделе 1.6 обобщенных 
функций распределений. В § 3 на нескольких примерах показывается, как новая теория 
приводит к открытию некоторых новых соотношений, которые в рамках обычной теории 
вероятности не могут быть сформулированны. Раздел 3. 6 содержит обобщение метода 
Бэйс а. Раздел 3.7 содержит определение условной эргодичности относительно цепей 
Маркова. В разделе 3.8 рассматривается один парадокс теории возобновления. Раздел 
3.9 содержит простое и исходящее из более простых чем обычно предполо­
жений доказательство закона Максвелла о распределении скоростей, используя данное 
в разделе 3. 6 обобщение метода Бэйса.  В§ 4  речь идет об условных законах больших 
чисел, относящихся к сходимости с вероятностью 1 условного среднего наблюдений. 
В качестве приложения раздел 4.3 содержит обобщение теоремы Бореля,  относя­
щейся к нормальным разложениям в десятичные дроби, на ряды Кантора.


