INFINITE COMBINATORICS:
FROM FINITE TO INFINITE

LAJOS SOUKUP

ABSTRACT. We investigate the relationship between some theo-
rems in finite combinatorics and their infinite counterparts: given
a “finite” result how one can get an “infinite” version of it? We
will also analyze the relationship between the proofs of a “finite”
theorem and the proof of its “infinite” version.

Besides these comparisons, the paper gives a proof of a theorem
of Erdés, Griinwald and Vazsonyi giving the full descriptions of
graphs having one/two-way infinite Euler lines. The last section
contains some new results: an infinite version of a multiway-cut
theorem is included.

1. INTRODUCTION

The introduction should be started with a negative statement: this
paper is not a survey of the most important results of infinite combi-
natorics. Some surveys can be found in [15], [7] or in [8].

In this paper we intend to investigate the relationship between some
theorems in finite combinatorics and their infinite counterparts: given
a “finite” theorem how one cat get a “infinite” version of it? So we
study the methods of generalizations. We will survey some problems
from finite combinatorics and we will analyze the relationship between
their proofs and the proofs of their “infinite” versions.

Although this paper is not a guide how to get new “infinite” results
we will give examples of applications of some basic proof methods from
infinite combinatorics.

Beside the investigation of these connections, in section 3.1 we will
recall some “forgotten” results of Erdds, Grinwald and Vazsonyi, (see
[9] and [10]) with full proof because these theorems are not easily ac-
cessible in the literature (originally they were published in Hungarian,
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9], then in German, [10]). Moreover, in section 4, we give an infinite
version of a theorem from [11] concerning the minimal size of multi-way
cuts.

The results from section 1-3 are folklore if no references are given.
Only section 4 contains a new result of the author.

Our notation is standard. See e.g. [4].

The set of neighbouring vertices of a vertex v in a graph G is denoted
by T'g(v). If A is a set of vertices then I'g(A) = U{T'¢(v) : v € A}.
The degree dg(v) of a vertex v is [I'g(v)].

A trail T in a graph G is a sequence T' = (xg,x1 ..., T,) of vertices
such that E(T') = (z;x;11 : i < n) is a family of pairwise different edges
of G. The vertices zy and z,, are the end-vertices of the trail. A circuit
is a trail whose end-vertices coincide. A path is a trail with distinct
vertices.

A graph is connected iff there is a path between any two of its vertices.
The maximal connected subgraphs of a graph are the components of
the graph.

Directed trails and directed paths are defined similarly in directed
graphs (digraphs, in short).

If G is a directed graph and p = (xg, x1, ..., z,) is a directed path in

G then we write first(p) = xg, last(p) = z,, and E(p) = {zox1, ..., 2p_12,}.

If G=(V,FE) is a directed graph and A C V then
In(A) ={v:3a € Ava € E}
and in(A) = | In(A)[; similarly,
Out(A) ={v:Ja€ A av € E}
and out(A) = | Out(A)].

Since we will discuss theorems in finite combinatorics and their infi-
nite counterparts side by side we introduce the following terminology:
theorems in finite combinatorics will be enumerated as Finite Theorem
1, Finite Theorem 2, etc, and the corresponding results from infinite
combinatorics will be enumerated as Infinite Theorem 1, Infinite The-
orem 2, etc.

2. METHOD OF PROOFS, TRANSFER PRINCIPLES.

The first example illustrates the simplest case: there is no difference
between the finite and infinite theorems, moreover the same proof works
in both cases, all we should do is to remove the word “finite” from both
the theorem and from its proof.
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2.1. Connectedness.

Finite Theorem 1. A finite graph G = (V, E) is connected iff given
any partition (Vy, V1) of the vertices into two non-empty sets there is
an edge between Vo and V.

Proof. A connected graph clearly has this property.
To see the other direction let x € V' and put
A = {z € V : there is an z-z-path in G}.
Since there is no edge between A and V\ A and a € A, we have A = V.

Thus from x there is a path to each vertex of G. 0

Infinite Theorem 1. A graph G = (V, E) is connected iff given any
partition (Vo, V1) of the vertices into two non-empty sets there is an
edge between Vi and V.

The same proof works.

The next example is - at least for the first sight - very similar.
2.2. Spanning trees.

Finite Theorem 2. Every finite connected graph G = (V, E) has a
spanning tree.

We “know” that the same statement holds for arbitrary graphs:

Infinite Theorem 2. Fvery connected graph G = (V, E) has a span-
ning tree.

But, as we will see soon, the relationship between theirs proofs is
more delicate. The “finite theorem” has (at least) two different proofs:

First Proof. Let T = (V, F') be a minimal connected subgraph of G.
Then T can not contain a circle, so it is a spanning tree. O

The method of this proof can not be applied to get the “infinite”
version because it is not easy to guarantee that there is a minimal con-
nected subgraph of an infinite graph: an infinite graph GG may contain
a decreasing chain Gg, Gy, ... of connected subgraphs of G such that
V(GZ) == V(G) but ﬂieNE(Gi) = Q)

Now consider the second proof of the finite theorem.

Second Proof. Let T = (V',E') be a maximal subtree of G. Since
there is no edge between V' and V'\ V' we have V' = V. Hence T is a
spanning tree. 0

This proof can be modified to get the infinite theorem:
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Proof. Let T be the family of subtrees of G. For T, T" € T write T < T"
iff T is a subtree of T".

Since 7 is closed under increasing union, (7, <) has a maximal ele-
ment 7" = (V', E') by Zorn’s Lemma. Since there is no edge between
V' and V' \ V' we have V' = V. Hence T is a spanning tree. O

So almost the same proof works, but we used Zorn’s Lemma (i.e.
Axiom of Choice) It is a natural question whether we really need the
Axiom of Choice? The next theorem gives the answer:

Theorem 2.1. (ZF) If every connected graph has a spanning tree then
Axiom of Choice holds.

Proof. Let A = {A; : i € I} be a family of non-empty sets. We want
to find a choice function.
First we can assume that the elements of A are pairwise disjoint.
Construct a graph G' = (V| F) as follows. Let

V=A{a}U{y,z:ie€l} UU{A; :iel},
where {x} U{y;, z; : i € I} are new, pairwise different vertices, and put
E={xy;:ie€l}UUpgc{ria,ay; : a € A}
Then G is connected, so, by the assumption, it has a spanning tree
T = (V,F). Then
(i) {zy;:iel} CF,
(ii) for each i € I there is exactly one a; € A; such that z;a;, a;y; € F,
(iii) for each a € A; \ {a;} we have x;a € F iff ay; ¢ F.
Thus f(i) = a; is a choice function for A and f is definable using 7. [

So it was a case when we have the same theorem for finite and infinite.
Even the proofs are almost the same, but in the infinite case we should
use Axiom of Choice to get some maximal structure.

Next we will see an example when the finite case has a straightfor-
ward generalization for the countable case, but there is no way to get
some similar result for uncountable graphs.

2.3. Normal spanning tree. A normal spanning tree ( or depth-first
search tree) of a connected graph G = (V, ) is a rooted subtree T" of G
such that for each edge zy € E the endpoints z and y are comparable
in the rooted tree order.

Finite Theorem 3. Fvery finite connected graph has a normal span-
ning tree.

Proof. Apply the depth-first algorithm to construct a normal spanning
tree. 0
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What about the infinite graphs? Well, the complete graph on Ny,
Ky, , does not have a normal spanning tree. On the other hand, we
have

Infinite Theorem 3. FEvery countable connected graph has a normal
spanning tree.

The simple greedy depth-first algorithm may not work even in Ky,
because it may find an infinite path which does not contain all the
vertices. However an inductive algorithm may works: using a carefully
chosen ordering we can guarantee that all the vertices is included in
some finite step into the spanning tree.

So far we have seen examples when either we have the same statement
for finite and infinite graph, or it was clear that certain statements
simply fail for uncountable graphs.

2.4. Pseudo-winners in tournaments. Given a directed graph G =
(V,E) for A C V let Outy(A) = AUOut(A) and Out,,(A) = Outy(Out,_1(A))
forn > 1,i.e. v € Out,(A) iff there is a path of length at most n which
leads from some elements of A to v. Similarly, let In;(A) = AU In(A)
and In,(A) = Iny(In,—1(A)) for n > 1. If A = {v} write Out,(v) for
Out,({v}), and In,(v) for In,({v}).

Let T = (V, E) be a tournament and let ¢ € V. We say that ¢ is a
pseudo-winner iff Outy(t) = V.

Finite Theorem 4. Fvery finite tournament has a pseudo-winner.

Proof. 1f t has maximal out-degree then ¢ is a pseudo-winner.

Indeed, Let v € V. If tv € E then v € Out(t) C Outy(?).

If vt € E then ¢t € Out(v) \ Out(?), so there is s € Out(t) \ Out(v)
because | Out(t)| was maximal. But then tsv is a directed path of
length 2, and so v € Outy(?). O

Now consider the infinite case. The simplest generalization fails be-
cause

Observation 2.2. There is no pseudo-winner in the tournament (Z, <
).

However, in (Z, <) we have Z = In(0) UOut(1). As it turns out, this
behavior of Z is not exceptional.

Infinite Theorem 4. A tournament T = (V, E) contains a pseudo-
winner or there are x #y € V' such that V- = Out(z) U In(y).

Proof. Indeed, if y is not a pseudo-winner witnessed by z, i.e. x &
Outy(y), then V' = Out(z) U In(y). O
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One can find other interesting results concerning the structure of
infinite tournaments, see e.g. [13]:

Theorem 2.3. (1) Let T'= (V, E) be an infinite tournament. If V =
Outy,(v) for somen >3 andv € V then V = Outz(w) for somew € V.
(2) There is an infinite tournament T' = (V, E) such that V' = Outs(v)
for some v € V but V # Outy(w) for any w € V.

This was an example when the finite and the infinite theorems are
quite different. But the infinite case is also easy provided you know
what you have to prove.

The next subsection contains an example when the infinite theorem
is still open.

2.5. Quasi-kernels in digraphs. Let G = (V, E) be adigraph, A, B C
V. An independent set A C V is a quasi-kernel (quasi-sink) ifft V =
Out,(A) (V = Iny(A)).

Finite Theorem 5 (Chvatal, Lovész, [5]). Every finite digraph has a
quasi-kernel.

The simple generalization fails even for infinite tournaments: the
tournament (Z, <) is a counterexample.

For infinite tournament it was easy to find an infinite version of this
theorem but what is the right generalization for infinite digraphs?

Theorem 4 implies that if G = (V, E) is an infinite tournament then
there are pointx #y € V s.t. V.= Outy({x})UIny({y}). One can guess
that this formulation gives us the right infinite version of the theorem of
Chvéatal and Lovasz, namely we conjectured that every digraph contains
two disjoint independent sets, A and B such that V = Out,(A)UIn,(B).

For a while we tried to find a counterexample, but at some point
we've found a quite easy way to show that :

Infinite Theorem 5 (P. L. Erdés, A. Hajnal, —, [13]). Every di-
graph contains two disjoint independent sets, A and B such that V =
Out,(A) UIny(B).

However, during hunting counterexamples we realized that all the
digraphs we could construct have a much stronger property which led
us to the formulation of the following conjecture.

Kernel-Sink Conjecture: Given a directed graph G = (V, E) there
is a partition (Wo, W1) of V' such that G[Wy| has a quasi-kernel and
G[W1] has a quasi-sink.

Let us remark that theorem 4 implies this statement for infinite
tournaments. In [13] we prove that this conjecture holds for different
classes of infinite graphs, but the conjecture is still open.



INFINITE COMBINATORICS 7

In the next subsection we will see a problem when the finite case is
trivial, the general infinite case is hard but solved, however the count-
able case is completely open.

2.6. Unfriendly partitions. Let G = (V, E) be a graph. A partition
(A, B) of V is called unfriendly iff every vertex has at least as many
neighbor in the other class as in its own.

Finite Theorem 6. Fvery finite graph has an unfriendly partition.

Proof. Take a partition having maximal number of edges between the
classes of the partition. This partition should be unfriendly. U

After proving that large classes of infinite graphs have unfriendly
partitions it was natural to formulate the following conjecture, [2]
Unfriendly Partition Conjecture. FEvery graph has an unfriendly
partition.

However, this conjecture was refuted:

Infinite Theorem 6.1 (Shelah, [18]). There is an uncountable graph
without unfriendly partitions.

Having disproved the plain generalization what are the other possi-
bilities?

Infinite Theorem 6.2 (Shelah[18]). Every graph has a partition into
three pieces such that every vertex has at least as many neighbor in the
two other classes as in its own.

Or you can get a positive theorem for infinite graphs provided you
consider only graphs which are similar to a finite graph. A graph is
called locally finite iff every vertex has finite degree.

Infinite Theorem 6.3. FEvery locally finite graph has an unfriendly
partition.

Proof. We will apply Godel’s Compactness Theorem below.

Godel’s Compactness Theorem. A first order theory T has a model
iff every finite subset of T has a model.

In many cases (including this one) you can substitute Gédel’s Com-
pactness Theorem by other results, e.g. by Konig’s Lemma, but I think
that the familiarity with Goédel’s Compactness Theorem is very useful
if one wants to do infinite combinatorics.

So let G = (V, F) a locally finite graph.

Consider the following first order language £: {c, : v € V'} is the set
of constant symbols, and R4 and Rp are unary relation symbols.
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Define the following formulas:
U1 Vo (Ra(r) < —Rp(x)),
for all v € V write F, = {F C E(v) : |F| > d(v)/2} and put
Pu,A- RA(CU) - VFe]-'U /\xEF RB(C:v)u

oo BB(cs) = Viper, Noer Balcs).
Now define our theory 7" as follows: T' = {t, v, 4, o5 : v € V}

Claim 1. Every T' € [T} ~* has a model.

Indeed, let W = {v : ¢, occurs in 7"}. Then G[W] has an unfriendly
partition (A, B). Let M be the following model: the underlying set M
is W, ¢, is interpreted as v for v € W, and R, is interpreted as A and
Rp is interpreted as B. Then M | T".

Using the Claim and Godel’s Compactness Theorem we obtain that
T has amodel M. Let A={v eV :ME Rs(c,)} and B={veV:
M = Rgp(cy)}.

Then (A, B) is a partition because ¢ holds in M. Moreover if v € A
then v has at least as many neighbor in b as in A because ¢, 4 holds.

Hence (A, B) is an unfriendly partition of G. O

Shelah’s counterexample is uncountable which led to the following
reformulation of the refuted conjecture:

Unfriendly Partition Conjecture, Revised: Every countable graph
has an unfriendly partition.

Let us remark that if G = (V, E) is countable and every v € V has
infinite degree then G clearly has an unfriendly partition. We have seen
that G has an unfriendly partition if every vertex has finite degree. So
the hard case is the “mixed” countable case.

So far the revised unfriendly partition conjecture is completely open.

2.7. Splitting antichains. Given a poset P an element y € P is a
cutting point iff Jx,z € P such that + <p y <p z and [z, 2] =
[z,y] Uy, z]. P is cut-free if there is no cutting point in P.

A maximal antichain A C P splits iff A has a partition A = BU* C
such that P = BT U C', i.e for each p € P we have either b < p for
some b € B or p < ¢ for some ¢ € C.

Finite Theorem 7 (Ahlswede, R ; Erdds, P. L.; Graham, Niall, [3]).
In a finite cut-free poset every finite maximal antichain splits.

The plain generalization fails for infinite posets. In fact, in [12] it was
proved that if P is an infinite cut-free poset whose order structure is
“rich enough” then there are both splitting and non-splitting maximal
antichains in P.
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As usual, the method of a successful generalization for infinite posets
was to keep finite certain key structures as follows.

An antichain A in a poset P is locally finite iff every element of P is
comparable to only finitely many elements of the antichain.

Infinite Theorem 7 (P. L. Erdds, —, [12]). In a cut-free poset every
locally finite maximal antichain splits.

The interesting point in this generalization is that we do not know
how to prove this infinite theorem from the finite one just using Godel
Compactness Theorem! The problem is that if P is cut-free and Q) C P
is finite then there is no way to find a cut-free finite Q' O Q.

In the next section we will see a problem when we have theorems for
the uncountable infinite case but the finite case is harder than even the
countable infinite.

2.8. Chromatic number of product of graphs.
Hedetniemi’s Conjecture: If G and H are finite graphs then x(G X

H) = min{x(G), x(M)}.
There are only partial results, e.g.

Finite Theorem 8 (El-Sahar, Sauer). If min{x(G), x(H)} > 4 then
X(G x H) > 4.

Counsider first the countable infinite case.

Infinite Theorem 8.1 (Hajnal). If x(G), x(H) > w then x(Gx H) >
w.

On the other hand, there are counterexamples for uncountable car-
dinalities:

Infinite Theorem 8.2 (Hajnal, [16]). There are two wi-chromatic
graphs G and H on w; such that x(G x H) = w.

The construction is based on the existence of disjoint stationary sub-
sets of wj.

Infinite Theorem 8.3 (-, [19]). It is consistent with GCH that there
are two wy-chromatic graphs G and H on wy s. t. x(G x H) = w.

The proof is a forcing construction.
However, there are open problems even for the uncountable cases,

e.g.:

Problem 2.4. Is it consistent with GC'H that there are two ws-chromatic
graphs G- and H on ws s. t. x(Gx H) =w?
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3. CLASSICAL THEOREMS

In this section we investigate the relation between four classical the-
orems and their infinite versions.

3.1. Euler trails and Euler circles. In a graph G an Fuler circuit
is a circuit containing all the edges of G. An Fuler trail is a trail
containing all the edges of G.

Finite Theorem 9. (1) A finite connected graph has an Euler-circle
iff the graph is Eulerian, i.e. each vertex has even degree.

(2) A finite connected graph has an Euler-trail with end-vertices v # w
iff v and w are the only vertices of odd degree.

First one should find an infinite version of the notion of Euler trails
(Euler circuits).

A one-way infinite Euler trail T in a graph G is a one-way infinite
sequence T' = (zg, 1 ..., ) of vertices such that E(T) = {x;x;11 1 i €
N} is a 1-1 enumeration of the edges of G. 1z is the end-vertex of
the trail. A two-way infinite Fuler trail T in a graph G is a two-way
infinite sequence T' = (..., 2 9,2 _1,Zg,T1...,) of vertices such that
{z;xiy1 11 € Z} is a 1-1 enumeration of the edges of G.

Problem 3.1 (Kénig). When does a countable infinite graph G contain
a one/two-way infinite Fuler trail?

The plain generalizations of the finite theorems fail for infinite graphs
(see Figure 1 below): in the first graph G each vertex has even degree,
but there is no two-way infinite Euler trail, in the second graph H there
is exactly one vertex with odd degree but there is no one-way infinite
Euler trail.

} KNO KNO

Go
FIGURE 1

Infinite Theorem 9 (Erdés, P.; Grimwald, T.; Vazsonyi, E., 1938, [9]
and [10]). A graph G = (V, E) has a one-way infinite Euler trail with
end-vertex v € V iff (01)-(04) below hold:

(0o1) G is connected, |E(G)| = Ro,

(02) dg(v) is odd or infinite,



INFINITE COMBINATORICS 11

(03) dg(v') is even or infinite for each v' € V(G) \ {v},
(04) G'\ E' has one infinite component for each finite E' C E.

To simplify our notation we will write owit(G,v) to mean that (ol)-
(04) above hold for G and v.

If G = (V,F)isagraph and T is a trail in G define the graph G\T =
(V',E') as follows: B/ = E\ E(T) and V' = {v € V : dp\p(r)(v) > 0},
i.e. remove the isolated vertices from the graph (V, E'\ E(T)).

Proof. The assumptions (0l)—(04) are clearly necessary.
Assume now that owit(G,v) holds. The key step of the proof is the
following lemma:

Lemma 3.2. Assume that G is a graph, v € V(G), e € E(G) and
owit(G,v) holds. Then there is a trail T with endpoints v and v' such
that e € E(T') and owit(G \ T,v") holds.

Proof. Since G is connected, there is an endpoint v* of e and a trail 7"
in G from v to v* such that e is the last edge of T'.

Let G* = G\T". In T" two vertices, v and v* have odd degree. Hence,
by (02) and (03), in G* only one vertex, v* may have odd degree, and
the degree of v* in G* is either infinite or odd. So the component
G’ of v* in G* should be infinite because a finite component can not
contain exactly one vertex with odd degree. By (04), all the other
components of G* are finite. Moreover, all these finite components
should be Eulerian because in G* only one vertex, v* may have odd
degree. Let H be the union of 7" and the finite components of G*. This
is a connected finite graph in which exactly two vertices, v and v* have
odd degrees. Hence in H there is an Euler-trail T from v to v*. Then
G\T = G'. We show that owit(G\T,v*) holds. (ol) holds because G’ is
a component of G* so it is connected. Since dg(x) = de\r(x)+dr(x) for
each z € V, and dr(x) is odd iff z = v or x = v*, an easy computation
gives that (02) and (03) also hold for G\ T'. If F' is a finite set of edges
of G\T then (G\T)\ F =G\ (E(T)UF) so, applying (04) for G, we
obtain that (G '\ T') \ F' has only one infinite component. Hence (04)
also holds for G\ T'. Hence T satisfies the requirements. O

Using this lemma an easy inductive construction gives a one-way
infinite Euler trail in G because GG has just countably many edges. []

Infinite Theorem 10 (Erdés, P; Griinwald, T.; Vazsonyi, E., 1938,
9] and [10]). A graph G has a two-way infinite Euler trail iff (t1)-(t4)
below hold:

(t1) G is connected, |E(G)| = Vo,

(t2) dg(v) is even or infinite for each v' € V(G)
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(t3) G\ E' has at most two infinite components for each finite E' C E.
(t4) G\ E' has one infinite component for a finite E' C E provided
that every degree is even in (V, E').

We will write twit(G) to mean that the stipulations (t1)-(t4) above
hold for G.

The third graph G5 on figure 1 shows that we really need to assume
(t4): G4 satisfies (t1)-(t3) but it does not have a two-way infinite Euler
trail.

Proof. The assumptions (t1)—(t3) are clearly necessary. To check (t4)
assume that E' C E is finite such that every degree is even in (V, E’).
Let T = (..., 9,2_1,%0,21...,) be a two-way infinite Euler line in
G. Fix n € N such that E' C E,,, where E,, = {x;z;1; : —n < i < n}.
Consider the graph G,, = (V,,, E,, \ E') where V,, = {z; : —n <i < n}.
Then in G, only the vertices x_,, and x,, have odd degree, hence they
are in the same connected component. Hence in G \ E’ the connected
component of x_,, and x, contains V' \ V,,, and so there is only one
infinite component.
Assume now that twit(G) holds. We should distinguish two cases.

Case 1:

(%) For each finite trail T the graph G\ T has one infinite component.

Lemma 3.3. Let G be a graph, v € V(G) and e € E(G). If twit(G)
and (%) hold then there is a circuit T in G such thatv € V(T), e € E(T)
and twit(G\ T).

Proof of the Lemma. Since G is connected, there is a trail 7" in G from
v to some endpoint v’ of e such that e is the last edge of that trail.
Then in G\ T" at most two vertices, v and v may have odd degree.
The vertices v and v’ can not be in different connected component of
G\ T'. Otherwise one of that components would be finite and would
contain exactly one vertex with odd degree, which is impossible. So
there is a path S from v to v' in G\ T". Then 7" = SUT" is a
circuit. Let G’ be the infinite component of G \ T7”. Clearly all the
finite components of G \ 7" should be Eulerian. Let H is the union of
T" and the finite components of G \ 7”. This is a connected Eulerian
finite graph. Let T be an Euler circle of H. Since G'\ 7" had exactly
one infinite component, the graph G'\ 7" is just that component. Hence
twit(G\T) holds. Hence T satisfies the requirements of the lemma. [

By the lemma above there are a sequence {v; : i < w} of vertices
and edge-disjoint circuits {7} : i < w} in G such that
(a) @i, 1 € V(T;) for i <w,
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(b) E(G) = H{E(T) - i < w}.

Using these circuits we can easily put together a two-way infinite
Euler trail.
Case 2:

(%) There is a finite trail T such that the graph G\ T has two infinite
components.

Let v; and vy be the endpoints of 7. These vertices should be in
different components of G\ T' otherwise there were a circuit 7" O T
containing v; and vy and so G\ T" would have two infinite components,
which contradicts (t4).

Let G; and G5 be the components of v; and v, respectively, in G\ T.
(1 and G5 should be infinite since a finite graph can not contain exactly
one vertex with odd degree.

Hence all the finite components of G \ T" should be Eulerian. Let H
be the union of T" and these finite components. This is a connected
finite graph in which exactly two vertices, v and v’ have odd degree.
Hence in H there is an Euler-trail 7" from v; to vy. Then the graphs
G1, Gy and T" are edge disjoint,

(A) E(G) = E(G,) U E(G2) UE(T"),
(B) owit(Gy,v,) and owit(Ge,vy) hold.

Hence in G; there is a one way infinite Euler trail 7; with end-vertex
v, for 1 = 1,2. Thus the concatenation of T}, T" and T5 is a two-way
infinite Euler trail in G. U

3.2. Covering and matching. Given a graph G = (V, E) a set of
edges is independent if no two elements are adjacent. If an edge e is
incident with a vertex x we say that x covers e and e covers z. Given
a graph G = (V, E) a set A C V is matchable into B C V' iff there is
a set [’ of independent edges between A and B such that F' covers A,
i.e. every a € A is covered by some e € F.

If G is bipartite with bipartition V = W U* M we will write G =
(M, W, E).

Hall’s Theorem. In a finite bipartite graph G = (M, W, E) the set M
is matchable into W iff |Tc(A)| > |A| for each A C M.

Ko6nig’s Theorem. In a finite bipartite graph G = (M, W, E)

max{|F|: F C E is independent }
=min{|C|: C C MUW and C covers E}.
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Menger’s Theorem. If G = (V| E) is a finite graph, and v and w are
non-adjacent vertices in G then

min{|X|: X C V separates v and w} =
max{|P| : P is a family of vertez-disjoint v-w-paths}.

The plain generalizations of Konig’s and Menger’s Theorems hold
for infinite graphs, but as Erdds observed these “generalizations” says
almost nothing about infinite graphs. Indeed, consider the infinite
version of Konig’s Theorem: if a maximal independent family F' of
edges of GG is infinite then let ' be just the set of end-points of the
elements of . Then C' clearly covers all the edges by the maximality
of F'and |C| = 2|F| = |F| because |F| was infinite.

However, (finite) Konig’s and Menger’s Theorems can be reformu-
lated in such a way that the plain infinite versions of the reformulated
theorems are deep results.

Konig’s Theorem, reformulated. In a finite bipartite graph G =
(M, W, E) there is an independent set F C E and a set C C M UW
which covers E such that |e N C| =1 for each e € F.

In 1984 Aharoni proved the infinite version of this reformulation:

Infinite K6nig’s Theorem (R. Aharoni). Every bipartite graph G =
(M, W, E) has an independent set ' of edges and a set C C M UW

which covers E such that |e N C| =1 for each e € F.

Menger’s Theorem, reformulated. If G = (V| E) is a finite graph,
and v and w are non-adjacent vertices in G, then there is a v-w-
separating set X and there is a family P of vertex-disjoint v-w-paths
such that [P N X| =1 for each P € P.

Based on this reformulation Erdds formulated the Erdés-Menger con-
jecture, which was proved by Aharoni and Berger in 2005:

Infinite Menger’s Theorem (Aharoni, Berger, [1]). If G = (V, E) is
an arbitrary graph, and v and w are non-adjacent vertices in G, then
there is a v-w-separating set X and there is a family P of vertex-disjoint
v-w-paths such that |P N X| =1 for each P € P.

There is a different problem with the plain generalization of Hall’s
Theorem: namely it fails! Indeed, consider the following “playboy”
example: M ={m; : 1 >0} W ={w; : i > 1} E = {(m;,w;) : i >
1} U {(mo,w;) : i > 1)}, and let G = (M, W, E). Then [I'¢(A4)] > |A]
for each A C M, but M is not matchable into W. The problem is that
A ={m; :i>1} =C M has the property that every matching of A
covers W.
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But as it turned out, this is the only possible problem:

Infinite Hall’s Theorem (Aharoni, 1984). If in a bipartite graph
G = (M,W,E) the set M does not have a matching then there is
X C M such that X is unmatchable but I'(X) is matchable into X.

It is worth to note that for finite graphs Aharoni’s theorem above is
just the classical Hall’'s Theorem. Indeed, if I'¢(X) is matchable into
X then |I'¢(X)| < |X]. So since the matching is not a bijection and
| X| is finite we have |I'¢(X)| < | X].

4. MULTI-WAY CUTS

In this section we will see that some plain generalization holds, the
countable case is not harder than the finite. However, the uncountable
case will demand a model-theoretic method.

Given a graph G = (V,E) and S C V let G — S = G[V \ 9], ie.
the induced subgraph on V' \ S. An S-colouring of G is a function
f:V — Swith f | § =idg, i.e. f is the identity on S. The wvalue
ec(f) of an S-colouring f is the number of bi-chromatic edges, i.e. the
number of edges whose endpoints have different colours.

If G is finite, let

me.s = min{eq(f) : f is an S-colouring. }

Multiway Cut Problem. Given a finite graph G = (V, E) and a
nonempty set S C V determine mg g/

This problem is NP-complete, [6]. However, there are some lower
bounds for ¢ g.
The lower bound v¢ g was introduced and studied in [14] and in [11].

Let G be a directed graph obtained by an orientation of the edges
of G. For each s € S let P, be a family of edge-disjoint directed paths
from s into some element of S\ {s} in G. Put P = U{P, : s € S}. Let
f be an arbitrary S-colouring. Then
(®) there is an injection ez from P into the set of f-bi-chromatic edges.
Indeed, for each P € P, C P let e5(P) be the first f-bi-chromatic edge
of the path P.

Hence, if we define vg g as the maximum of |P| where the maximum

is taken over all orientations G of G , then we have
va,s < Ta,s-

Finite Theorem 10 (Erdés, P. L;; Frank, A; Székely, L [11]). If G =
(V. E) is a finite graph and S C V' has at least two elements such that
G — S is a tree then vg s = Tg s.
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If you want to find an infinite version of this theorem you can easily
recognize that cardinality is “too coarse” invariant, see just the argu-
ment after the first infinite version of Konig’s Theorem.

However, (®) holds even for an infinite graphs, and the finite theorem
can be reformulated as follows: if G = (V, E) is a finite graph and
S CV has at least two elements such that G — S is a tree then
- there is an orientation G of G, and
- there is a family P = U{Ps : s € S}, where Py is a family of edge-

disjoint directed paths from s into some element of S\ {s} in G,
such that es (as it was defined above) is a bijection between P and the
f-bi-chromatic edges.

This is the version of the theorem which is meaningful and non-trivial
even for infinite graphs.

Infinite Theorem 11. Assume that G = (V, E) is an infinite graph
and S C V is a finite subset having at least two elements such that
G — S is a tree which does not contain infinite paths. Then

- there is an orientation G of G, and

- there is a family P = U{Ps;s € S}, where Py is a family of edge-
disjoint directed paths from s into some element of S\ {s} in G,

such that ez is a bijection between P and the f-bi-chromatic edges.

Proof. The proof tries to imitate the arguments from [11].

Consider the tree T'=G — S.

We can assume that if ws is an edge for some s € S and w € T then
w is a leaf of T" and dg(w) = 2 because we can subdivide the edge ws
by a new node.

We can assume that every leaf of T' is connected to some element of
S.

Fix a vertex r as the root of T', and let T be the rooted tree order
of T'. Since T does not contain infinite paths, we have that f*, the
inverse order of T is well-founded. Hence we can define a function
L:T — P(S)\ {0} by the following well-founded induction.

Assume that L(w') is defined for w <z w'. If w is a leaf, let L(w) =
{s € S:(s,w) € E}. By our assumption, we have |L(w)| = 1.

Assume that w is not a leaf. For each s € §' let

K(w,s) ={w": (w,v') € E,w <z w' s € L(w")},
then put
Ky = max{|K(w,s)|: s € S}
and
Lw)={se€ S:|K(w,s)| = Ky}
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Since S is finite, k,, is always defined and so L(w) # 0.

Since a rooted tree order is always well-founded we can define the
S-colouring f of GG as follows.

For the root r € T'let f(r) € L(r) be arbitrary. Assume that f(w’)
is defined for the immediate f—predecessor w’ of w.

If f(w') € L(w) then let f(w) = f(w'). If f(w') ¢ L(w) then let
f(w) € L(w) be arbitrary.

Next we determine the orientation of the edges of G in G. We will
say that an edge wv in G is an up-edge iff u <z v, it is a down-edge
otherwise.

The bi-chromatic edges are defined to be down-edges. Now for
each bi-chromatic edge uw, w <z u, fix an f(u)-monochromatic, <z-
increasing path @, from u to f(u) in G. Let the edges of @, be all
down edges. So @, is a directed path from f(u) into u in G and the
edges in @, are all f(u)-monochromatic. All the other edges of T" are
defined to be up-edges.

If us is an edge in G for some s € S and u € T then orient us such
that ing(u) = outz(u) = 1.

In this way we obtained an orientation G of G. Let us denote the
families of up-edges and the down-edges by E and Ed"w", respectively.

For each s € S let

Fy={uwe G :w <gu,s= f(u) # f(w)}.
and
A;={u eV :3w eV uw e F}.
Then Q, = {Q, : u € A,} is a family of edge disjoint directed paths
in G. It is enough to find a family R, = {R, : u € A} of directed
paths in GG such that

(A) R, is a directed path from u to some element of S\ {s} and the
first edge in R, is just uw € Fj,
(B) the paths R, U Qg are pairwise edge-disjoint.

Indeed, let P, = {Q, " R,} for s € S. Then ez(Q.,~ R,) = vw where
w is the <p-predecessor of u. Hence eéps = F, and so e’éP is just the

family of bi-chromatic edges.
Let Vs = A;U{v e T : f(v) # s},

E,={ywe E": s ¢ Lw)} U{yw € E®" : s e Ly) A f(w) # s}),

and
B,={yeT:yteE forsometes\{s}}
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Let H, = (Vs, Es). We want to use Theorem 4.1 below for ﬁ, A,
and By to get the desired family R, of directed paths.

Theorem 4.1. Assume that G = (V, E) is a directed graph which does
not contain directed infinite walks, and A and B are disjoint vertex sets
such that

(1) in(a) = 0 and out(a) =1 for each a € A,

(2) in(b) = 1 and out(b) = 0 for each b € B,

(3) in(x) < out(x) for each x € V'\ (AU B).

Then there is a family R of edge-disjoint paths such that

(4) {first(p) : p € R} = A,

(5) {last(p) :p € R} C B.

We postpone the proof of this theorem.

It is clear that (1) and (2) hold for Hy, A; and B;. To check (3) let
u e Vi \ (As U By).

If f(u) = s then ing (u) = 0.

Assume that f(u) =t # s.

Let

C=K(u,s)\ K(u,t) and D = K(u,t) \ K(u,s).

Since f(u) € L(u) we have
(x) |D| > |C] and |C| = |D| implies s € L(u).

Let z be the predecessor of u in T provided u # r.

Case 1: u=r or zu € GG, i.e. zu is an up-edge.

Then Ing (u) \ {z} = C. Indeed, if y € K(u,t) then f(y) =t. So
yu can not be an edge from some path @), for some z € A; because ru
is an up-edge.

Hence Inj; (u) < |C|+ 1 and Inj (u) = |C| if u = 1.

Moreover Out; (u) D D. Hence Outy (u) > |D].

If w=ror|C|<|D| then we are done. If u # r and |C| = |D| then
s € L(u) and so zu ¢ E,. Thus ing (u) < |C|] < [D]| < outy (u).
Case 2: ux € é, i.e. uz is a down-edge.

Let us start with an observation:

(x) If |C| = |D| then ux € Ej.
Indeed, if |C| = |D| then s € L(u). Now f(z) # s because f(u) # s
and s € L(u). Hence ux € Ej.

Now for some u <z z we have that zu is a down-edge from some
path @ € Q,.

If 2 € D then s ¢ L(z) hence zu ¢ E,. Hence Inj; (u) = C. Moreover
D\ {z} D Outy (u).
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If [D| > [C] then Outg (u) > |D| =1 > |C] > Ing (u).

If [D| = |C| then ux € E; by (*) and so Outg (u) > (|[D|—1)+1 =
D] > €] > Ing ().

Finally, if z ¢ D then Ing (u) < |C|+ 1. If |[D| > |C| + 1 then
Outy (u) > D] > O] +1> T (u).

If [D| = |C] then ux € FE, by () and so Outg (u) > [D[ +1 >
ICl+12>1Ing (u). L

Hence 4.1(3) also holds, so we apply theorem 4.1 to get a family
R, ={R] :u e A} of edge-disjoint paths from A, into Bs. The only
problem is that the end-points of these paths are leaves of T instead of
elements of S. This problem is cured in the next step.

Let R, = {R, " f(last(R,)) : u € U}. Then R, satisfies our require-
ments. U

Proof of Theorem 4.1. We prove the theorem by transfinite induction
on |Al.

Assume first that A is countable, A = {a,, : n < w}.

Let p’ be a maximal directed walk from aq. Since G does not contain
infinite walks it follows that p’ is finite. Conditions (1)—(3) imply by =
last(p’) € B. Thus there is a directed path py C p’ with first(pg) = ag
and last(pg) = bo.

Let V! =V \{ag, bo}, A’ = A\{ao}, B' = B\{by} and E' = E\ E(po).
Then the directed graph G' = (V', E’) and the disjoint vertex sets A’
and B’ satisfy (1)-(3), so we can repeat the procedure above to find a
directed path p; in G’ with first(p;) = a1 and last(p,) € B'.

Repeating this procedure we obtain a family R = {p, : n € w} of
edge-disjoint paths with first(p,) = a,. Thus R satisfies the require-
ments.

Assume now that |A| = k > w. The natural idea is just to fix an
enumeration {a¢ : £ < k} of A and try to simulate the procedure above.

However, in this case we can stuck even in the case kK = w;.

Consider the following example: A = {ag : { < w1}, B={be : { <
w1}, V=AUBU{v}, and

E ={(an,v),(v,b,) :n <w}U{(a,,v)} U{(ag,be) :w+1<E<w}

If for each n < w in the n'" step we pick the path p, = a,vb, then
in the w” step there is no edge-disjoint path from a,, into B.

So instead of the direct approach we use some induction.

Let |A| = k > w and assume that the theorem holds for all triples
(G', A, B) with |A'| < k.
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We will partition A into some pieces and will use the inductive hy-
pothesis inside the pieces. However we need some tool to find the right
partition.

Let 6 be a large regular cardinal, typically § = (2/%/)* is enough.

The transitive closure, TC(x), of a set x is the set

zUU)UUUx)...,

i.e. the smallest transitive set containing = as a subset.
Let H(0) be the family of sets whose transitive closure has cardinality
less than 0. Put H(0) = (H(0), €, <), where < is a well-ordering of H (0).

Lemma 4.2. If G,A,B € M < N < H(#), M € N, |M| C M,
IN| € N and |N| < k then there is a family R of edge disjoint paths
such that

(1) {first(p) : p e R} = AN (N \ M),

(i) {last(p) :p e R} C BN (N \ M),

(i1i) E(p) C N\ M forp e R.

Proof of the lemma. Let
Vi=VNn(IN\M)U{we(VNM):IweVN(N\M)vwe E},
EF'=EnN(N\M)and G' = (V',E)

Claim 4.2.1. The graph G' and the vertex sets AN (N \ M) and
BN (N\ M) satisfy (1)-(3).

Proof of the Claim. If a € AN (N \ M) then there is exactly one edge
av € E for some v € V. Then e € N but e ¢ M because a is definable
from e. Hence (1) holds. Similarly, we can obtain (2).

To check (3) let z € V' \ (AU B).

Assume first that z € N\ M. If outg(z) > | V| then oute (z) = |N|
because N || Outg(x) \ (Outg(x) NM)| = outg(x).” Since ing (z) <
|N] we have (3).

If outg(z) < |N| then ing(x) < |N| and so Outg(z) U Ing(z) C N.
But xy ¢ M for y € Outg(x) UIng(z) because xy € M implies x € M.
Hence Outg (z) = Outg(x) and Ing (z) C Ing(z) and so (3) holds.

Assume finally that x € V' N M. Then Ing(x) ¢ M and so ing(z) >
|M]|. If outg(z) > |N| then oute (z) = |N| and so ing/(z) < |[N| =
outer(z). If outg(x) < |N| then Outg(x) C N. Since |M| < ing(z) <
outg(z) < |N| we have outg/(x) = outg(x) > ing(x) > ingr(x).

O

Since |AN(N\ M)| < |N] < k we can apply the inductive hypothesis
to find a family R of edge disjoint directed G'-paths satisfying (4) and
(5), i.e. (i) and (ii) hold for R. But the elements of R are G’-paths, so
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E(p) C EN(N N M) and so (iii) also holds. This completes the proof
of Lemma 4.2. O

Let (M, : a < k) be an increasing continuous chain of elementary
submodels of (H(#), €), i.e.,

(1) M, is a elementary submodel of H(0) for o < k
(2) (Mg : B <a)€ My for a <k,
(3) M, =U{Mjs: B < a} for limit a,
such that a« C M, |M,| = a+w and G, A, B € M,.
For each o < k apply the Lemma above for M = N, and N = N,
to obtain a family R, of edge-disjoint paths such that

(i) {first(p) : p € Roa} = AN (Nog1 \ No),
(i) {last(p) : p € Ra} € BN (Nos1 \ Na),
(iii) E(p) C Nog1 \ NV, for p e R.

Then R = U{R, : a < k} satisfies the requirements. (4) is clear
because because A = U{A N (Nat1 \ No) : @ < K} by the continuity.
(5) is trivial. Finally the elements of R are edge-disjoint because if
p € Ry and ¢ € R for some o < < k then E(p) C Ny C N and
E(q) N Nﬁ = (Z) U
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