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Introduction

We shall consider representations of a real number \( x \) by infinite iteration of a positive function \( y = f(x) \) in the form of the "f-expansion"

\[
    x = \varepsilon_0 + f(\varepsilon_1 + f(\varepsilon_2 + f(\varepsilon_3 + \cdots)))
\]

where the "digits" \( \varepsilon_n = \varepsilon_n(x) \) \( (n = 0, 1, \ldots) \) and the "remainders"

\[
    r_n(x) = f(\varepsilon_{n+1} + f(\varepsilon_{n+2} + f(\varepsilon_{n+3} + \cdots))) \quad (n = 0, 1, \ldots)
\]

are defined by the following recursive relations:

\[
    \varepsilon_n(x) = [x], \quad r_n(x) = (x),
\]

\[
    \varepsilon_{n+1}(x) = [q(r_n(x))], \quad r_{n+1}(x) = (q(r_n(x))) \quad (n = 0, 1, \ldots)
\]

where \([z]\) denotes the integral part and \((z)\) the fractional part of the real number \( z \) and \( x = q(y) \) is the inverse function of \( y = f(x) \). In § 1 we shall investigate what conditions imposed on the function \( f(x) \) are sufficient to ensure that every real number \( x \) should have a representation in the form of the \( f \)-expansion (1). \(^1\)

The representation (1) reduces for \( f(x) = x^q \) \( (q = 2, 3, \ldots) \) to the \( q \)-adic expansion \( x = \sum_{n=0}^{\infty} \varepsilon_n \) \( \frac{x}{q^n} \) and for \( f(x) = \frac{1}{x} \) to the continued fraction representation of \( x \). The case when \( f(x) \) is a general decreasing function has been considered previously by B. H. BISSINGER [1]. Our treatment is still more general than his, since we do not suppose the unnecessary condition that \( f(x) \) is positive for any \( x \geq 1 \) (i.e. that \( q(0) = +\infty \)). The case when \( f(x) \) is a general increasing function has been considered previously by C. I. EVELLETT [2]. He supposed the unnecessary condition that \( q(1) \) is an integer. We shall not need this restriction. The principal aim of the present paper, however, is not this generalization of the conditions ensuring the validity of

\(^1\) If for some \( n \) we have \( r_n(x) = 0 \), then \( r_{n+k}(x) \) and \( \varepsilon_{n+k}(x) \) are not defined for \( k = 1, 2, \ldots \), and \( x \) has the finite representation \( x = \varepsilon_0 + f(\varepsilon_1 + f(\varepsilon_2 + \cdots + f(\varepsilon_n))) \).
the representation (1), but to prove some theorems on the ergodic properties of the digits \( \varepsilon_n(x) \) and the remainders \( r_n(x) \) which contain as special cases the well-known theorems on \( q \)-adic expansions and on continued fractions, respectively (see [5]—[15]). To obtain such theorems we have to impose some additional restrictions on \( f(x) \).

The mentioned ergodic properties of an “\( f \)-expansion (1) with independent digits” will be investigated in § 2. In § 3 we consider some examples in which our general theorem is applicable; \( q \)-adic expansions, continued fractions and the algorithm of W. BOLYAI (see [2], [3], [4]). In § 4 we consider a class of \( f \)-expansions, called \( \beta \)-adic expansions (\( \beta > 1 \) not an integer), to which our theorem can not be applied, but another method leads to the same conclusion.\(^2\)

\section{1. Representation theorems}

A) We consider first the case when \( f(x) \) is a decreasing function. We suppose

A1) \( f(1) = 1 \).

We suppose further

A2) \( f(t) \) is positive, continuous and strictly decreasing for \( 1 \leq t \leq T \) and \( f(t) = 0 \) for \( t \geq T \) where \( 2 < T \leq +\infty \) (in case \( T = +\infty \), this means that \( \lim_{t \to +\infty} f(t) = 0 \)).

We distinguish three subcases:

A2,1) \( T = +\infty \); A2,2) \( 2 < T < +\infty \) and \( T \) is an integer; A2,3) \( 2 < T < +\infty \) and \( T \) is not an integer.

Let us mention that B. H. BISSINGER considered only the case A2,1).

Following BISSINGER, we suppose further that the following condition is also satisfied:\(^3\)

A3) \( |f(t_2) - f(t_1)| \leq |t_2 - t_1| \) for \( 1 \leq t_1 < t_2 \) and there is a constant \( \lambda \) such that

\[
0 < \lambda < 1 \quad \text{and} \quad |f(t_2) - f(t_1)| \leq \lambda |t_2 - t_1| \quad \text{if} \quad 1 + f(2) < t_1 < t_2.
\]

We shall prove that conditions A1), A2) and A3) imply that the representation (1) is valid for any real \( x \). (Clearly, it suffices to prove this for \( 0 < x < 1 \). In what follows we shall always suppose therefore that \( 0 < x < 1 \).)

\(^2\) The assertions of Theorem 1 have been proved under somewhat more restrictive suppositions and Theorem 2 has been announced without proof in a previous paper (in Hungarian language) [16] of the author.

\(^3\) This condition could be replaced by a less restrictive one as will be pointed out below.
Before proving this, we introduce some notations. Let us define
\[
\begin{align*}
&f_i(z_i) = f(z_i), \\
&f_n(z_1, z_2, \ldots, z_n) = f_{n-1}(z_1, z_2, \ldots, z_{n-2}, z_{n-1} + f(z_n))
\end{align*}
\]
for \(n = 2, 3, \ldots\). Let us put further
\[
(1.2) \quad C_n(x) = f_n(\varepsilon_1(x), \varepsilon_2(x), \ldots, \varepsilon_n(x))
\]
where the digits \(\varepsilon_1(x), \varepsilon_2(x), \ldots\) are defined by the recursion (3). We shall call \(C_n(x)\) the \(n\)-th convergent of \(x\). The validity of (1) means that either we have \(r_n(x) = 0\) for some \(n\), in which case \(x = f(\varepsilon_1 + f(\varepsilon_2 + \cdots + f(\varepsilon_n)\ldots)\), or
\[
(1.3) \quad \lim_{n \to \infty} C_n(x) = x.
\]
We have to consider only the latter case when \(r_n(x) \neq 0\) \((n = 1, 2, \ldots)\). We have clearly (for \(0 < x < 1\))
\[
(1.4) \quad x = f_n(\varepsilon_1(x), \varepsilon_2(x), \ldots, \varepsilon_n(x), \varepsilon_n(x) + r_n(x)).
\]
Thus it follows
\[
(1.5) \quad x - C_n(x) = f_n(\varepsilon_1(x), \ldots, \varepsilon_n(x) + r_n(x)) - f_n(\varepsilon_1(x), \ldots, \varepsilon_n(x))
\]
and therefore putting
\[
(1.6) \quad u_k = \varepsilon_{k+1}(x) + f_{n-k-1}(\varepsilon_{k+2}(x), \ldots, \varepsilon_n(x) + r_n(x))
\]
and
\[
(1.7) \quad v_k = \varepsilon_{k+1}(x) + f_{n-k-1}(\varepsilon_{k+2}(x), \ldots, \varepsilon_n(x))
\]
for \(k = 0, 1, \ldots, n-1\), we have
\[
(1.7) \quad x - C_n(x) = r_n(x) \prod_{k=0}^{n-1} \left( \frac{f(u_k) - f(v_k)}{u_k - v_k} \right).
\]
Now each factor on the right of (1.7) has an absolute value not exceeding 1. We shall prove that from any two numbers
\[
\left| \frac{f(u_k) - f(v_k)}{u_k - v_k} \right|, \quad \left| \frac{f(u_{k+1}) - f(v_{k+1})}{u_{k+1} - v_{k+1}} \right| \quad (k = 0, 1, \ldots, n-3)
\]
at least one does not exceed \(\lambda\). As a matter of fact, we have
\[
u_k = \varepsilon_{k+1} + f(\varepsilon_{k+2} + f(u_{k+2}))
\]
and similarly
\[
v_{k+1} = \varepsilon_{k+2} + f(v_{k+2}).
\]
Three cases are possible. If \(\varepsilon_{k+1} \equiv 2\), then \(u_k \equiv 2 > 1 + f(2)\) and
\[
v_k \equiv 2 > 1 + f(2)\) and thus by condition A3) \(\left| \frac{f(u_k) - f(v_k)}{u_k - v_k} \right| \leq \lambda\). If \(\varepsilon_{k+1} = 1\)
and \( \varepsilon_{k+2} \geq 2 \), then similarly we obtain \( \left| \frac{f(u_{k+1}) - f(v_{k+1})}{u_{k+1} - v_{k+1}} \right| \leq \lambda \). Finally, if \( \varepsilon_{k+1} = \varepsilon_{k+2} = 1 \), then
\[
\begin{align*}
 u_k &= 1 + f(1 + f(u_{k+2})) \geq 1 + f(2) \\
v_k &= 1 + f(1 + f(v_{k+2})) \geq 1 + f(2).
\end{align*}
\]
Thus our assertion is proved. It follows from (1.7) that
\[
(1.8) \quad |x - C_n(x)| \leq \lambda \left[ \frac{n}{2} \right]^{-1}
\]
and (1.8) clearly implies (1.3).

The above proof is essentially that of BISSINGER. By the same method it can be shown that it suffices to suppose that \( \left| \frac{f(t_2) - f(t_1)}{t_2 - t_1} \right| \leq \lambda < 1 \) holds for \( t_2 > t_1 \geq 1 + f_{2r-1}(1, 1, \ldots, 1, 2) \) for some \( r \) \((r = 1, 2, 3, \ldots)\), because in this case from \( 2r \) consecutive numbers \( \left| \frac{f(u_k) - f(v_k)}{u_k - v_k} \right| \) at least one does not exceed \( \lambda \).

B) Now we consider the case when \( f(x) \) is increasing. We suppose first of all

B1) \( f(0) = 0 \).

We suppose further that the following condition is satisfied:

B2) \( f(t) \) is continuous and strictly increasing for \( 0 \leq t \leq T \) and \( f(t) = 1 \) if \( t \geq T \) where \( 1 < T \leq +\infty \). (In case \( T = +\infty \), this means \( \lim_{t \to +\infty} f(t) = 1 \).)

We distinguish again three subcases: B2a), B2b), B2c) accordingly as \( T = +\infty \), \( T < +\infty \) and \( T \) is an integer, \( T < +\infty \) and \( T \) is not an integer, respectively. EVERETT considered only the case B2c).

We need here also a condition on the slope \( \frac{f(t_2) - f(t_1)}{t_2 - t_1} \). For example, the following condition considered already by EVERETT is sufficient:

B3) \( \frac{f(t_2) - f(t_1)}{t_2 - t_1} < 1 \) for \( 0 \leq t_1 < t_2 \).

If B1), B2) and B3) are satisfied, then the \( f \)-expansion (1) is valid for any real \( x \). (We may suppose again \( 0 < x < 1 \).) Following EVERETT, this can be shown as follows:

Clearly, the sequence \( C_n(x) \) \((n = 1, 2, \ldots)\) defined by (1.2) is non-decreasing and the sequence \( D_n(x) \), where \( D_n(x) \) is defined as the least value of \( C_n(x') \) which is greater than \( C_n(x) \) (or 1 if such an \( x' \) does not exist), is

\footnote{This condition can be replaced by a weaker one, cf. [2].}
non-increasing and
\[(1.9) \quad C_n(x) \leq x < D_n(x). \]
Thus
\[(1.10) \quad x = \lim_{n \to \infty} C_n(x) \]
and
\[(1.11) \quad \bar{x} = \lim_{n \to \infty} D_n(x) \]
always exist and $x \leq x \leq \bar{x}$. We have to prove that $x = \bar{x} = x$ for any $x$
$(0 < x < 1)$. If this would not hold for all $x$ in $(0, 1)$, then there would exist
a finite or denumerable sequence of non-overlapping "gaps" $(x, \bar{x})$ in the
unit interval, and thus there would exist an $x$ for which $\bar{x} = x$ is maximal.
For this value of $x$ we would have by condition B3) putting $r_1(x) = y$
\[(1.12) \quad \bar{x} - x = \left( \frac{f(\varepsilon_1(x) + y) - f(\varepsilon_1(x) + y)}{y - y} \right) < y - y \]
which contradicts our assumption that $\bar{x} - x$ is maximal. Thus we have
$\bar{x} = x = x$ for all $x$.\(^5\)

The admissible values for $\varepsilon_n(x)$ $(n = 1, 2, \ldots)$ are $1, 2, \ldots$ in case
$A_2), 1, 2, \ldots, T-1$ in case $A_2)$ and $1, 2, \ldots$ in case $A_3), 0, 1, \ldots$ in case $B_2)$, further $0, 1, \ldots, T-1$ in case $B_2)$ and $0, 1, \ldots$ in case $B_2)$.

Let us call a finite sequence $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$ a canonical sequence
with respect to a given function $f(x)$, which satisfies either conditions A1),
A2) and A3) or conditions B1), B2) and B3), if there exists a number $x$
$(0 \leq x < 1)$ such that $\varepsilon_k(x) = \varepsilon_k$ $(k = 1, 2, \ldots, n)$. There is an essential
difference for decreasing $f(x)$ between the case when $T$ is an integer or
$T = + \infty$ (cases $A_2)$ and $A_2)$) and, on the other hand, the case with a finite
non-integral $T$ (case $A_2)$). This difference consists in that in the case of an
integer $T$ or $T = + \infty$ all finite sequences $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$ consisting of admissi-
able digits, i.e. all sequences of positive integers $< T$ are canonical, while
in the case when $T$ is not an integer this is not true. The same difference

\(^5\) J. Czipszer remarked that the above method of the proof, due to Everett, may be
combined with the method of Bissinger in the case when $f(x)$ is decreasing, and in this
way it can be shown that condition A3) can be replaced by the following weaker condition:

$A3') |f(t_n) - f(t_{n+1})| = |t_n - t_{n+1}|$ for $1 \leq t_n < t_{n+1}$
and

$|f(t_n) - f(t_{n+1})| < |t_n - t_{n+1}|$ if $t_n < t_{n+1} < t_{n+2}$
where $\varepsilon$ is the solution of the equation $1 + f(\varepsilon) = \varepsilon$ and $0 < \varepsilon < 1$ is arbitrary. The only
essential difference in the proof consists in that $\bar{x}$ and $\bar{x}$ are defined as $\bar{x} = \lim_{n \to \infty} C_{2n}(x)$
and $\bar{x} = \lim_{n \to \infty} C_{2n+1}(x)$, respectively.
exists for increasing \( f(x) \) between the case when \( T \) is an integer or \( T = +\infty \) (cases B2, and B2a) and the case when \( T \) is finite but not an integer (case B2)). While in cases B2, and B2a) every finite sequence \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n \) of non-negative integers \( < T \) is canonical,\(^6\) this is not true in case B2a). By other words, in both cases A) and B) if \( T \) is an integer or \( T = +\infty \), the values of the digits \( \varepsilon_n \) of a canonical sequence can be chosen independently, but if \( T \) is finite and not an integer, there exists some dependence between the members of a canonical sequence.

We shall call the \( f \)-expansions when one of the conditions A2, A2a respectively B2, B2a) is satisfied \( f \)-expansions with independent digits, and the \( f \)-expansions when A2a respectively B2a) are satisfied \( f \)-expansions with dependent digits. It should be noted that independence is not meant here in the sense of probability theory, but only in a weaker sense. As a matter of fact, in some cases, (e. g., in the case of the \( q \)-adic expansions) the digits \( \varepsilon_n(x) \) considered as random variables (on the interval \((0, 1)\) with the Lebesgue measure) are also statistically independent but for most \( f \)-expansions with independent digits this is not true. (For example, the digits of a continued fraction are not statistically independent.)

We shall see that the investigation of ergodic properties of \( f \)-expansions is much easier for \( f \)-expansions with independent digits than for \( f \)-expansions with dependent digits. The first case will be considered in § 2; in § 3 the ergodic theory of some special \( f \)-expansions with dependent digits, called the \( \beta \)-expansions, and corresponding to \( f(x) = \frac{x}{\beta} \) for \( 0 \leq x \leq \beta \) (\( \beta > 1 \) non-integral) is investigated.

§ 2. Ergodic theory of \( f \)-expansions with independent digits

In this § we consider only \( f \)-expansions with independent digits. Let \( f(x) \) satisfy the corresponding conditions of § 1. Then \( f(x) \) is derivable almost everywhere and absolutely continuous. Clearly the same holds for \( f_n(\varepsilon_1, \ldots, \varepsilon_n + t) \) as a function of \( t \) \((0 \leq t \leq 1)\).

Let us put

\[
H_n(x, t) = \frac{d}{dt} f_n(\varepsilon_1(x), \ldots, \varepsilon_{n-1}(x), \varepsilon_n(x) + t).
\]

Then \( H_n(x, t) \) is defined for any \( x \), for which \( \varepsilon_n(x) \) is defined,\(^7\) and for almost

\(^6\) In these cases clearly \( D_n(x) = f_n(\varepsilon_1(x), \ldots, \varepsilon_{n-1}(x), \varepsilon_n(x) + 1) \).

\(^7\) I. e., except for those \( x \) which have a finite representation in the form (1) of length smaller than \( n \).
all $t$. We shall suppose that $f(x)$ satisfies also the following condition:

$$\sup_{0 < t < 1} |H_n(x, t)| \leq C$$

where the constant $C \equiv 1$ does not depend neither on $x$ nor on $n$.

We prove the following

**Theorem 1.** If $f(x)$ satisfies the conditions A1), A2_1) or A2_2), A3) and C); or the conditions B1), B2_1) or B2_2), B3) and C), respectively, then for any function $g(x)$ which is $L$-integrable in the interval $(0, 1)$ we have for almost all $x$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g(r_k(x)) = M(g),$$

where $M(g)$ is a finite constant which can be represented in the form

$$M(g) = \int_0^1 g(x) h(x) \, dx$$

where $h(x)$ is a measurable function, depending only on $f(x)$ and satisfying the inequality

$$\frac{1}{C} \leq h(x) \leq C$$

where $C$ is the constant figuring in condition C). The measure

$$\nu(E) = \int_E h(x) \, dx$$

is invariant with respect to the transformation

$$Tx = (\varphi(x))$$

where $y = \varphi(x)$ is the inverse function of $x = f(y)$.

**Proof.** Let $S_n = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$ denote a canonical sequence of $n$ terms with respect to $f(x)$. The intervals $(f_n(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n), f_n(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n + 1))$ do not overlap and if $S_n$ runs over all canonical sequences of $n$ terms, these intervals fill out the interval $(0, 1)$. Therefore we have

$$\sum_{S_n} |f_n(\varepsilon_1, \ldots, \varepsilon_{n-1}, \varepsilon_n + 1) - f_n(\varepsilon_1, \ldots, \varepsilon_{n-1}, \varepsilon_n)| = 1$$

where the summation is to be extended over all canonical sequences $S_n$ of $n$ terms.

Let us consider the mapping $Tx = (\varphi(x))$ of the interval $(0, 1)$ onto itself. For any subset $E$ of $(0, 1)$ we denote by $T^{-1}E$ the set of those real numbers $x$ $(0 < x < 1)$ for which $Tx \in E$. We define further $T^{-n}E$ by the recur-
sion: $T^{-n}E = T^{-1}(T^{-(n-1)}E)$ $(n = 2, 3, \ldots)$. Clearly $T^{-n}E$ is measurable if $E$ is any measurable subset of $(0, 1)$. Let $I_{a,b}$ denote the interval $(a, b)$ $(0 < a < b < 1)$ and let $\mu(E)$ denote the Lebesgue measure of the set $E$. Then we have clearly

\begin{equation}
\mu(T^{-n}I_{a,b}) = \sum_{\mathcal{F}_n} |f_n(\varepsilon_1, \ldots, \varepsilon_n + b) - f_n(\varepsilon_1, \ldots, \varepsilon_n + a)|
\end{equation}

where the summation is to be extended again over all canonical sequences $\mathcal{F}_n = (\varepsilon_1, \ldots, \varepsilon_n)$ of $n$ terms. Let us denote by $x(\mathcal{F}_n)$ a number for which

\begin{equation}
\delta_k(x(\mathcal{F}_n)) = \varepsilon_k
\end{equation}

such a number $x(\mathcal{F}_n)$ exists for any canonical sequence $\mathcal{F}_n$ by definition. It follows from (2.7) that

\begin{equation}
\sum_{\mathcal{F}_n} \inf_{0 < t < 1} |H_n(x(\mathcal{F}_n), t)| \leq 1 \sum_{\mathcal{F}_n} \sup_{0 < t < 1} |H_n(x(\mathcal{F}_n), t)|
\end{equation}

and from (2.8) that

\begin{equation}
\sum_{\mathcal{F}_n} \inf_{0 < t < 1} |H_n(x(\mathcal{F}_n), t)| \leq \frac{\mu(T^{-n}I_{a,b})}{(b-a)} \sum_{\mathcal{F}_n} \sup_{0 < t < 1} |H_n(x(\mathcal{F}_n), t)|.
\end{equation}

Comparing (2.10) and (2.11) we obtain by condition C) that

\begin{equation}
\frac{1}{C} \mu(E) \leq \mu(T^{-n}E) \leq C\mu(E),
\end{equation}

provided that $E$ is a subinterval of $(0, 1)$. It follows easily that (2.12) holds for any measurable subset $E$ of the interval $(0, 1)$. Thus we have

\begin{equation}
\frac{1}{C} \mu(E) \leq \frac{1}{n} \sum_{k=0}^{n-1} \mu(T^{-k}E) \leq C\mu(E) \quad (n = 1, 2, \ldots)
\end{equation}

where $C \geq 1$ does not depend on $n$. According to the theorem of Dunford and Miller ([17], [18]), it follows from the upper inequality of (2.13) that for any $L$-integrable function $g(x)$ the limit

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g(T^kx) = g^*(x)
\end{equation}

exists for almost all $x$. But clearly $T^kx = r_k(x)$ $(k = 0, 1, \ldots)$ and thus we obtain

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g(r_k(x)) = g^*(x)
\end{equation}

for almost all $x$.

To prove that $g^*(x)$ is (almost everywhere) equal to a constant depending only on $g(x)$, by a well-known argument it suffices to prove that the
transformation $T$ is ergodic (indecomposable), or by other words, that if $E$ is a measurable invariant set of positive measure, i.e., $T^{-1}E = E$ and $\mu(E) > 0$, then $\mu(E) = 1$

According to a theorem of K. Knopp [19], if $\mu(E) > 0$ and there exists a class $J$ of subintervals of $(0, 1)$ such that a) every open subinterval of $(0, 1)$ is the union of a finite or a denumerably infinite sequence of disjoint intervals belonging to $J$ and b) for any $I \in J$ we have $\mu(IE) \geq \Delta \mu(I)$ where $\Delta > 0$ does not depend on $I$, then $\mu(E) = 1$. We shall show that the class $J$ of all intervals $I_{\mathcal{E}_n} = [f_n(\varepsilon_1, \ldots, \varepsilon_n), f_n(\varepsilon_1, \ldots, \varepsilon_n + 1)] = [a_{\mathcal{E}_n}, b_{\mathcal{E}_n}]$ where $\mathcal{E}_n = (\varepsilon_1, \ldots, \varepsilon_n)$ is a canonical sequence ($n = 1, 2, \ldots$) has the properties required by the mentioned theorem of Knopp. The class $J$ has according to the representation theorems of § 1 the property a). As regards b), let us put

(2.16) $E(x) = \begin{cases} 1 & \text{if } x \in E, \\ 0 & \text{if } x \notin E. \end{cases}$

Then we have

(2.17) $\mu(IE_{\mathcal{E}_n}) = \int_{a_{\mathcal{E}_n}}^{b_{\mathcal{E}_n}} E(x) \, dx.$

Introducing in the integral on the right of (2.17) the new variable $t$ defined by $x = f_n(\varepsilon_1, \ldots, \varepsilon_n + t)$ (i.e., putting $t = r_n(x) = T^n x$) and taking into account that by virtue of the supposition $T^{-1}E = E$ we have $E(T^{-n}x) = E(x)$, further that $\frac{dx}{dt} = H_n(x(\mathcal{E}_n), t)$ where $x(\mathcal{E}_n)$ is a number for which $\varepsilon_k(x(\mathcal{E}_n)) = \varepsilon_k$ ($k = 1, 2, \ldots, n$), we obtain

(2.18) $\mu(IE_{\mathcal{E}_n}) = \int_0^1 E(t) \left| H_n(x(\mathcal{E}_n), t) \right| \, dt.$

It follows by condition C) that

(2.19) $\mu(IE_{\mathcal{E}_n}) \geq \mu(E) \inf_{0 < t < 1} \left| H_n(x(\mathcal{E}_n), t) \right| \geq \frac{\mu(E)}{C} \sup_{0 < t < 1} \left| H_n(x(\mathcal{E}_n), t) \right|.$

On the other hand,

(2.20) $\sup_{0 < t < 1} \left| H_n(x(\mathcal{E}_n), t) \right| \leq \int_0^1 \left| H_n(x(\mathcal{E}_n), t) \right| \, dt = \mu(I_{\mathcal{E}_n}).$

Thus we obtain from (2.19) and (2.20)

(2.21) $\mu(IE_{\mathcal{E}_n}) \geq \frac{\mu(E)}{C} \mu(I_{\mathcal{E}_n}).$
i. e. the property b) of KNOPP's theorem holds for the class $J$. Thus $T$ is ergodic, and therefore $g^*(x) = M(g)$ is constant almost everywhere. It remains to prove the existence of the function $h(x)$ satisfying (2.3) and (2.4), and the invariance of the measure $\nu(E) = \int h(x) \, dx$ with respect to the transformation $T$.

Let us put for any measurable subset $E$ of $(0, 1)$

$$E(x) = \begin{cases} 1 & \text{for } x \in E, \\ 0 & \text{for } x \notin E \end{cases}$$

and

$$\nu_n(E) = \frac{1}{n} \sum_{k=0}^{n-1} \mu(T^{-k}E) = \frac{1}{n} \left( \frac{1}{n} \sum_{k=0}^{n-1} E(T^k x) \right) dx.$$

As $0 \leq E(x) \leq 1$, it follows from the existence almost everywhere of the limit (2.2) proved above for $g(x) = E(x)$ and LEBESGUE's theorem, that

$$\lim_{n \to \infty} \nu_n(E) = \nu(E)$$

exists for any measurable $E$. As by (2.13)

$$\frac{1}{C} \mu(E) = \nu(E) = C \mu(E),$$

$\nu(E)$ is a measure which is equivalent to the Lebesgue measure $\mu(E)$; the $\nu$-measure of the interval $(0, 1)$ is evidently equal to 1.

It follows by (2.22)

$$\nu_n(T^{-1}E) = \frac{n+1}{n} \nu_{n+1}(E) - \frac{\mu(E)}{n}$$

and therefore

$$\nu(T^{-1}E) = \nu(E),$$

i. e. $\nu$ is invariant with respect to the transformation $T$.

Let us put

$$h(x) = \frac{dV(x)}{dx}$$

where $V(x) = \nu(I_{0,x})$; here $I_{0,x}$ denotes the interval $(0, x)$ $(0 \leq x \leq 1)$.

From the invariance of the measure $\nu$ with respect to $T$ it follows, as well known, that

$$M(g) = \int_0^1 g(x) h(x) \, dx.$$

Thus (2.3) is proved. (2.4) follows evidently from (2.24). Thus Theorem 1 is completely proved.
Let us define the function $e_k(x)$ as follows: If $f(x)$ is decreasing, put for $1 \leq k < T$
\[
e_k(x) = \begin{cases} 1 & \text{for } f(k+1) < x \leq f(k), \\ 0 & \text{otherwise.} \end{cases}
\]
If $f(x)$ is increasing, put for $0 \leq k < T$
\[
e_k(x) = \begin{cases} 1 & \text{for } f(k) \leq x < f(k+1), \\ 0 & \text{otherwise.} \end{cases}
\]
Applying our theorem to $g(x) = e_k(x)$ it follows that the relative frequency of every admissible digit converges to a positive limit, for almost all $x$, and these limits depend only on the function $f(x)$ and not on $x$. The values of these limits can be calculated for a given $f(x)$ if we succeed in constructing explicitly the corresponding (uniquely determined) invariant measure $\nu$.

§ 3. Some examples

EXAMPLE 1. Let us put $f(x) = \begin{cases} \frac{x}{q} & \text{for } 0 \leq x \leq q, \\ 1 & \text{for } x > q \end{cases}$ where $q \geq 2$ is an integer. Clearly conditions B1), B23) and B3) are satisfied, further condition C) is also satisfied (with $C = 1$) because $H_n(x, t)$ is identically equal to $\frac{1}{q^n}$. Thus we obtain as a special case of our Theorem 1 the theorem of Raikoff [6] and the classical theorem of Borel [5] on normal decimals, respectively. In this special case $\nu(E) = \mu(E)$, i.e. the Lebesgue measure is invariant with respect to the trasformation $T_x = (qx)$.

EXAMPLE 2. Let us put $f(x) = \frac{1}{x}$ for $x \geq 1$. Clearly conditions A1), A23) and A3) are satisfied. To show that condition C) is also satisfied, we need the well-known formula according to which if $p_k(x)$ denotes the $k$-th convergent of the continued fraction of $x$, we have
\[
f_n(\varepsilon_1(x), \ldots, \varepsilon_n(x) + t) = \frac{p_{n-1}(x)(\varepsilon_n(x) + t) + p_{n-2}(x)}{q_{n-1}(x)(\varepsilon_n(x) + t) + q_{n-2}(x)}.
\]
It follows that
\[
H_n(x, t) = \frac{(-1)^n}{(q_{n-1}(x)(\varepsilon_n(x) + t) + q_{n-2}(x))^2}.
\]
and thus

\[
\sup_{0 < t < 1} \left| H_n(x, t) \right| = \left( 1 + \frac{q_{n-1}(x)}{q_n(x)} \right)^2 \leq 4.
\]

Consequently, condition C) is satisfied with \( C = 4 \) and therefore \( \mu(T^{-n}E) \leq 4 \mu(E) \). Thus we obtain as a special case of Theorem 1 the theorem of Ryll-Nardzewski [12].

**Example 3.** Let us consider the case when \( f(x) = \sqrt{1 + x - 1} \) for \( 0 \leq x \leq 2^m - 1 \) where \( m \geq 2 \) is an integer. Conditions B1), B2), and B3) are clearly satisfied and thus every real number \( x \) can be represented in the form

\[ x = \varepsilon_0 - 1 + \sqrt{\varepsilon_1 + \sqrt{\varepsilon_2 + \cdots + \sqrt{\varepsilon_n}}}, \]

where the digits \( \varepsilon_n \) are generated by the recursion

\[
\begin{align*}
\varepsilon_0 &= \lfloor x \rfloor, \\
r_0 &= (x), \\
\varepsilon_{n+1} &= [(1 + r_n)^m - 1], \\
r_{n+1} &= ((1 + r_n)^m - 1) \quad (n = 0, 1, \ldots),
\end{align*}
\]

and thus the digits \( \varepsilon_n \) are capable of the values \( 0, 1, \ldots, 2^m - 2 \). This algorithm may be called the algorithm of W. Bolyai who used it to approximate the roots of some equations (in the special case \( m = 2 \)) in his book “Tentamen...” [3] published in the year 1832.

Let us verify that condition C) is fulfilled. We have clearly

\[
\sup_{0 < t < 1} H_n(x, t) = \prod_{j=1}^m \left( \frac{\varepsilon_j + \sqrt{\varepsilon_{j+1} + \sqrt{\varepsilon_{j+2} + \cdots + \sqrt{\varepsilon_n + 1}}}}{1 - \frac{1}{m}} \right) \leq 2.
\]

Thus, owing to the inequality \( \frac{a + c}{a + b} \leq \frac{c}{b} \) if \( 0 < b \leq c \) and \( a \geq 0 \), it follows

\[
\sup_{0 < t < 1} H_n(x, t) \leq \prod_{j=1}^m \left( 1 + \frac{1}{\varepsilon_n + 1} \right) \leq 2,
\]

i.e. condition C) is satisfied with \( C = 2 \).

\[ \text{It has been shown by Hartman that more is true; we have } \mu(T^{-n}E) \leq 2 \mu(E) \]

(see [14] and for another proof [16]).
§ 4. The $\beta$-expansion of real numbers

In this § we consider the case

$$ f(x) = \begin{cases} \frac{x}{\beta} & \text{for } 0 \leq x \leq \beta, \\ 1 & \text{for } \beta < x \end{cases} $$

where $\beta > 1$ is not an integer. As conditions B1), B2) and B3) are clearly satisfied, it follows that every real number $x$ can be represented in the form

$$ x = \varepsilon_0 + \frac{\varepsilon_1}{\beta} + \frac{\varepsilon_2}{\beta^2} + \cdots + \frac{\varepsilon_n}{\beta^n} + \cdots \quad (4.1) $$

where the digits $\varepsilon_n$ can be obtained by the recursion formulae

$$ \begin{align*}
\varepsilon_0 &= \lfloor x \rfloor, \\
\varepsilon_1 &= (x), \\
\varepsilon_{n+1} &= [\beta r_n], \\
r_{n+1} &= (\beta r_n) \\
(n &= 0, 1, \ldots ).
\end{align*} \quad (4.2) $$

The digits $\varepsilon_n$ which for $n \geq 1$ are capable of the values $0, 1, \ldots, [\beta]$ can be expressed without introducing the remainders $r_n$ as

$$ \begin{align*}
\varepsilon_0 &= \lfloor x \rfloor, \\
\varepsilon_1 &= [\beta(x)], \\
\varepsilon_2 &= [\beta(\beta(x))], \\
\varepsilon_n &= [\beta(\beta(\beta(x)))].
\end{align*} \quad (4.3) $$

In this case $T x$ is the transformation $T x = (\beta x)$ of the interval $(0, 1)$ onto itself.

We shall prove

**Theorem 2.** For any function $g(x)$ which is $L$-integrable in $(0, 1)$ we have for almost all $x$

$$ \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g(r_k(x)) = M(g) \quad (4.4) $$

where the constant $M(g)$ does not depend on $x$. There exists further a measure $\nu$ which is equivalent to the Lebesgue measure $\mu$ and invariant with respect to the transformation $T x = (\beta x)$, and for any measurable subset $E$ of the interval $(0, 1)$ we have

$$ \nu(E) = \int_E h(x) \, dx \quad (4.5) $$

where $h(x)$ is a measurable function and

$$ 1 - \frac{1}{\beta} \leq h(x) \leq \frac{1}{1 - \frac{1}{\beta}} \quad (4.6) $$
and we have

\[(4.7)\quad M(g) = \int_0^1 g(x) h(x) \, dx.\]

**Proof.** The $\beta$-expansion is an expansion with dependent digits. As a matter of fact, the admissible values for $e_n$ are $0, 1, \ldots, [\beta]$. But as

\[\sum_{n=1}^\infty \frac{[\beta]}{\beta^n} = \frac{[\beta]}{\beta-1} > 1,\]

there exists a value $N$ for which

\[\sum_{n=1}^N \frac{[\beta]}{\beta^n} > 1.\]

This implies that the first $N$ digits cannot all be equal to $[\beta]$.

Thus not every sequence $e_1, e_2, \ldots, e_n$ formed from the numbers $0, 1, \ldots, [\beta]$ is canonical. Let $S(n)$ denote the number of canonical sequences of order $n$ for $n \geq 1$ and put $S(0) = 1$. Then $S(n) - S(n-1)$ is the number of those canonical sequences of order $n$ for which $e_n = 0$, because if $(e_1, e_2, \ldots, e_{n-1})$ is a canonical sequence of order $n-1$, then clearly $(e_1, e_2, \ldots, e_{n-1}, 0)$ is a canonical sequence of order $n$, and conversely. In general, if $(e_1, e_2, \ldots, e_{n-1}, e_n)$ is a canonical sequence of order $n$, then $(e_1, e_2, \ldots, e_{n-1})$ is a canonical sequence of order $n-1$. Let us consider all canonical sequences $\xi_{n-1} = (e_1, e_2, \ldots, e_{n-1})$ of order $n-1$. If $(e_1, \ldots, e_{n-1}, k)$ is canonical for $k \leq k_{\xi_{n-1}}$ but not for $k > k_{\xi_{n-1}}$, then the intervals

\[\left[\frac{e_1}{\beta} + \frac{e_2}{\beta^2} + \cdots + \frac{e_{n-1}}{\beta^{n-1}}, \frac{e_1}{\beta} + \frac{e_2}{\beta^2} + \cdots + \frac{e_{n-1}}{\beta^{n-1}} + \frac{k_{\xi_{n-1}}}{\beta^n}\right] \]

are clearly disjoint, and thus we have

\[\frac{1}{\beta^n} (S(n) - S(n-1)) = \frac{1}{\beta^n} \sum k_{\xi_{n-1}} \leq 1,\]

consequently

\[(4.8)\quad S(n) - S(n-1) \leq \beta^n \quad (n = 1, 2, \ldots).\]

As $S(0) = 1$, we obtain

\[(4.9)\quad S(n) \leq \frac{\beta^{n+1}}{\beta-1} \quad (n = 1, 2, \ldots).\]

Let us arrange the $S(n)$ numbers $\frac{e_1}{\beta} + \frac{e_2}{\beta^2} + \cdots + \frac{e_n}{\beta^n}$, where $\xi_n = (e_1, e_2, \ldots, e_n)$ is a canonical sequence, and the number 1 according to their order of magnitude. Clearly the distance between any two consecutive terms does not exceed $\frac{1}{\beta^n}$. Thus we have

\[(4.10)\quad S(n) \geq \beta^n.\]
From (4.10) and (4.9) we obtain incidentally

\[ (4.11) \lim_{n \to \infty} \frac{S(n)}{n} = \beta. \]

Now let \( E \) denote any measurable subset of the interval \((0, 1)\). As \( T^{-n}E \) consists of \( S(n) \) sets, each of which has a measure not exceeding \( \frac{1}{\beta^n} \mu(E) \), we have

\[ (4.12) \mu(T^{-n}E) \leq \frac{S(n) \mu(E)}{\beta^n} \leq \frac{1}{\beta} \mu(E). \]

On the other hand, \( S(n) - S(n-1) \) of the sets mentioned above have the measure exactly equal to \( \frac{\mu(E)}{\beta^n} \) and thus we obtain

\[ (4.13) \mu(T^{-n}E) \geq \frac{(S(n) - S(n-1)) \mu(E)}{\beta^n}. \]

It follows by (4.10) that

\[
\frac{1}{n} \sum_{k=0}^{n-1} \mu(T^{-k}E) \geq \frac{1}{n} \left( 1 + \frac{1}{n} \sum_{k=0}^{n-1} \frac{S(k) - S(k-1)}{\beta^k} \right) \mu(E) \geq \left( 1 - \frac{1}{\beta} \right) \mu(E).
\]

Thus we have

\[ (4.14) \left( 1 - \frac{1}{\beta} \right) \mu(E) \leq \frac{1}{n} \sum_{k=0}^{n-1} \mu(T^{-k}E) \leq \frac{1}{1 - \frac{1}{\beta}} \mu(E). \]

Applying again the theorem of Dunford and Miller, Theorem 2 follows exactly in the same way as Theorem 1 in § 2. As regards the ergodicity of the transformation \( Tx = (\beta x) \), it can be proved in the same way by using Knopp's theorem as the ergodicity of the transformations \( Tx = (f(x)) \) considered in § 2. The only difference consists in that we choose now for \( J \) the class of those intervals \( \left[ \frac{\varepsilon_1}{\beta^1}, \frac{\varepsilon_2}{\beta^2}, \ldots, \frac{\varepsilon_n}{\beta^n}, \frac{\varepsilon_1 + 1}{\beta^n}, \frac{\varepsilon_2 + 1}{\beta^n}, \ldots, \frac{\varepsilon_n + 1}{\beta^n} \right] \) for which not only the sequence \((\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)\) but also \((\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n + 1)\) is canonical.

Let us consider an example.

**Example 4.** Let us take \( \beta = \frac{\sqrt{5} + 1}{2} \) and put \( \alpha = \frac{1}{\beta} = \frac{\sqrt{5} - 1}{2} \). Then we have \( \alpha + \alpha^2 = 1 \). This implies that each digit \( \varepsilon_n = 1 \) is followed by a digit
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$e_{n+1} = 0$ and there does not exist any other dependence of the digits on each other. This makes it easy to obtain in this special case a complete insight into the set of canonical sequences. It can be shown that in this case

\[
h(x) = \begin{cases} 
\frac{5 + 3\sqrt{5}}{10} & \text{for } 0 \leq x < \frac{\sqrt{5}-1}{2}, \\
\frac{5 + \sqrt{5}}{10} & \text{for } \frac{\sqrt{5}-1}{2} < x \leq 1,
\end{cases}
\]

and thus the limiting frequencies of the digits 0 and 1 are \( \frac{5 + \sqrt{5}}{10} \) and \( \frac{5 - \sqrt{5}}{10} \), respectively.

We hope to return to the explicit determination for an arbitrary \( \beta > 1 \) of the measure which is invariant with respect to the transformation \( Tx = (\beta x) \) and is equivalent to the Lebesgue measure (the proof of the existence of which is contained in Theorem 2) at another occasion.
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