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5 The proof of It ô’s formula. The diagram formula and some of its
consequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

6 Subordinated random fields. Construction of self-similarfields . . . . . . 61

7 On the original Wiener–It ô integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

8 Non-central limit theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

9 History of the problems. Comments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . 113

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 115

v





Preface

One of the most important problems in probability theory is the investigation of
the limit distribution of partial sums of appropriately normalized random variables.
The case where the random variables are independent is fairly well understood.
Many results are known also in the case where independence isreplaced by an
appropriate mixing condition or some other “almost independence” property. Much
less is known about the limit behaviour of partial sums of really dependent random
variables. On the other hand, this case is becoming more and more important, not
only in probability theory, but also in some applications instatistical physics.

The problem about the asymptotic behaviour of partial sums of dependent ran-
dom variables leads to the investigation of some very complicated transformations
of probability measures. The classical methods of probability theory do not seem
to work for this problem. On the other hand, although we are still very far from a
satisfactory solution of this problem, we can already present some nontrivial results.

The so-called multiple Wiener–Itô integrals have proved to be a very useful tool
in the investigation of this problem. The proofs of almost all rigorous results in this
field are closely related to this technique. The notion of multiple Wiener–It̂o inte-
grals was worked out for the investigation of non-linear functionals over Gaussian
fields. It is closely related to the so-called Wick polynomials which can be consid-
ered as the multi-dimensional generalization of Hermite polynomials. The notion of
Wick polynomials and multiple Wiener–Itô integrals were worked out at the same
time and independently of each other. Actually, we discuss amodified version of
the multiple Wiener–It̂o integrals in greatest detail. The technical changes needed in
the definition of these modified integrals are not essential.On the other hand, these
modified integrals are more appropriate for certain investigations, since they enable
us to describe the action of shift transformations and to apply some sort of random
Fourier analysis. There is also some connection between multiple Wiener–It̂o inte-
grals and the classical stochastic Itô integrals. The main difference between them is
that in the first case deterministic functions are integrated, and in the second case
so-called non-anticipating functionals. The consequenceof this difference is that no
technical difficulty arises when we want to define multiple Wiener–It̂o integrals in
the multi-dimensional time case. On the other hand, a large class of nonlinear func-
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viii Preface

tionals over Gaussian fields can be represented by means of multiple Wiener–It̂o
integrals.

In this work we are interested in limit problems for sums of dependent random
variables. It is useful to consider this problem together with its continuous time
version. The natural formulation of the continuous time version of this problem can
be given by means of generalized fields. Consequently we alsohave to discuss some
questions about generalized fields.

I have not tried to formulate all the results in the most general form. My main
goal was to work out the most important techniques needed in the investigation
of such problems. This is the reason why the greatest part of this work deals with
multiple Wiener–It̂o integrals. I have tried to give a self-contained exposition of this
subject and also to explain the motivation behind the results.

I had the opportunity to participate in the Dobrushin–Sinaiseminar in Moscow.
What I learned there was very useful also for the preparation of this Lecture Note.
Therefore I would like to thank the members of this seminar for what I could learn
from them, especially P. M. Bleher, R. L. Dobrushin and Ya. G.Sinai.

Some additional remarks.

This text is a slightly modified version of my Lecture NoteMultiple Wiener–It̂o in-
tegrals with applications to limit theoremspublished in theLecture Notes in Math-
ematicsseries (number 849) of the Springer Verlag in 1981. I decidedto make a
special lecture on the basis of this work in the first semesterof the university course
in 2011–2012 at the University of Szeged. Preparing for it I observed how difficult
the reading of formulas in this Lecture Note is. These difficulties arose because this
Lecture Note was written at the time when the TEX program still did not exist, and
the highest technical level of typing was writing on an IBM machine that enabled
one to type beside the usual text also mathematical formulas. But the texts written
in such a way are very hard to read. To make my text more readable I decided to
retype it by means of the TEX program. This demanded some changes. It implied
e.g. to follow such partly typographical partly linguisticrules by which one does not
start a sentence with a formula. Besides, it suggested to formulate the basic defini-
tions in a (typographically) more explicit form and not as anexplanation inside the
text. When typing this work I also tried to rethink what I had written, to correct the
errors and to make the proofs more understandable. It was surprising and a little bit
shocking to meet my old personality by studying my old Lecture Note and to rec-
ognize how much I have changed. Now I would expose many details in a different
way. Naturally I would also make many changes by taking into account the results
proved since the time I wrote this note. Nevertheless I decided to make no essential
changes in the text, to restrict myself to the correction of the errors I found, and to
give a more detailed explanation of the proofs where I felt that it is useful. (There
were many such places.) In doing so I was influenced by a Russian proverb which
says: ‘Luchshe vrag khoroshego’. I tried to follow the advice of this proverb. (I do
not know of an English counterpart of it, but it has a French version: ‘Le mieux est
l’ennemi du bien’.)



Preface ix

I made only one exception. I decided to explain those basic notions and results
in the theory of generalized functions which were applied inthe older version of
this work in an implicit way. In particular, I tried to explain how one gets with
the help of this theory those results about the so-called spectral representation of
the covariance function of stationary random fields that I have formulated under
the nameBochner’s theoremandBochner–Schwartz theorem.This extension of the
text is contained in the attachments to Chapter 1 and 3. In theoriginal version I
only referred to a work where these notions and results can befound. But now I
found such an approach not satisfactory, because these notions and results play an
important role in some arguments of this work. Hence I felt that to make a self-
contained presentation of the subject I have to explain themin more detail.

Budapest, 15 August 2011

Péter Major





Chapter 1
On a limit problem

We begin with the formulation of a problem which is importantboth for probability
theory and statistical physics. The multiple Wiener–Itô integral proved to be a very
useful tool at the investigation of this problem.

We shall consider a set of random variablesξn, n∈ Zν , whereZν denotes theν-
dimensional integer lattice, and we shall study their properties. Such a set of random
variables will be called a (ν-dimensional) discrete random field. We shall be mainly
interested in so-called stationary random fields. Let us recall their definition.

Definition of discrete (strictly) stationary random fields. A set of random vari-
ablesξn, n∈ Zν , is called a (strictly) stationary discrete random field if

(ξn1, . . . ,ξnk)
∆
= (ξn1+m, . . . ,ξnk+m)

for all k = 1,2, . . . and n1, . . . ,nk, m∈Zν , where
∆
= denotes equality in distribution.

Let us also recall that a discrete random fieldξn, n∈ Zν , is called Gaussian if for
every finite subset{n1, . . . ,nk} ⊂ Zν the random vector(ξn1, . . . ,ξnk) is normally
distributed.

Given a discrete random fieldξn, n∈ Zν , we define for allN = 1,2, . . . the new
random fields

ZN
n = A−1

N ∑
j∈BN

n

ξ j , N = 1,2, . . . , n∈ Zν , (1.1)

where

BN
n = { j : j ∈ Zν , n(i)N ≤ j(i) < (n(i) +1)N, i = 1,2, . . . ,ν},

andAN, AN > 0, is an appropriate norming constant. The superscripti denotes the
i-th coordinate of a vector in this formula. We are interestedin the question when
the finite dimensional distribution of the random fieldsZN

n defined in (1.1) have a
limit as N → ∞. In particular, we would like to describe those random fieldsZ∗

n,
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2 1 On a limit problem

n∈ Zν , which appear as the limit of such random fieldsZN
n . This problem led to the

introduction of the following notion.

Definition of self-similar (discrete) random fields. A (discrete) random fieldξn,
n ∈ Zν , is called self-similar with self-similarity parameterα if the random fields
ZN

n defined in (1.1) with their help and the choice AN = Nα satisfy the relation

(ξn1, . . . ,ξnk)
∆
= (ZN

n1
, . . . ,ZN

nk
) (1.2)

for all N = 1,2, . . . and n1, . . . ,nk ∈ Zν .

We are interested in the choiceAN = Nα with someα > 0 in the definition of
the random variablesZN

n in (1.2), because under slight restrictions, relation (1.2)
can be satisfied only with such norming constantsAN. A central problem both in
statistical physics and in probability theory is the description of self-similar fields.
We are interested in self-similar fields whose random variables have a finite second
moment. This excludes the fields consisting of i.i.d. randomvariables with a non–
Gaussian stable law.

The Gaussian self-similar fields and their Gaussian range ofattraction are fairly
well known. Much less is known about the non-Gaussian case. The problem is hard,
because the transformations of measures overRZν induced by formula (1.1) have
a very complicated structure. We shall define the so-called subordinated fields be-
low. (More precisely the fields subordinated to a stationaryGaussian field.) In case
of subordinated fields the Wiener–Itô integral is a very useful tool for investigating
the transformation defined in (1.1). In particular, it enables us to construct non–
Gaussian self-similar fields and to prove non-trivial limittheorems. All known re-
sults are closely related to this technique.

Let Xn, n∈Zν , be a stationary Gaussian field. We define the shift transformations
Tm, m∈ Zν , over this field by the formulaTmXn = Xn+m for all n, m∈ Zν . Let H

denote thereal Hilbert space consisting of the square integrable random variables
measurable with respect to theσ -algebraB = B(Xn, n∈ Zν). The scalar product
in H is defined as(ξ ,η) = Eξ η , ξ , η ∈H . The shift transformationsTm, m∈Zν ,
can be extended to a group of unitary shift transformations over H in a natural
way. Namely, ifξ = f (Xn1, . . . ,Xnk) then we defineTmξ = f (Xn1+m, . . . ,Xnk+m). It
can be seen that‖ξ‖ = ‖Tmξ‖, and the above considered random variablesξ are
dense inH . (A more detailed discussion about the definition of shift operators and
their properties will be given in Chapter 2 in aRemarkafter the formulation of
Theorem 2C. Here we shall define the shiftTmξ , m∈ Zν , of all random variables
ξ which are measurable with respect to theσ -algebraB(Xn, n ∈ Zν), i.e. ξ does
not have to be square integrable.) Hence‖Tm‖ can be extended to the whole space
H by L2 continuity. It can be proved that the norm preserving transformationsTm,
m∈ Zν , constitute a unitary group inH , i.e. Tn+m = TnTm for all n, m∈ Zν , and
T0 = Id. Now we introduce the following

Definition of subordinated random fields.Given a stationary Gaussian field Xn,
n∈ Zν , we define the Hilbert spacesH and the shift transformations Tm, m∈ Zν ,



1 On a limit problem 3

overH as before. A discrete stationary fieldξn is called a random field subordi-
nated to Xn if ξn ∈ H , and Tnξm = ξn+m for all n, m∈ Zν .

We remark thatξ0 determines the subordinated fieldsξn completely, sinceξn =
Tnξ0. Later we give a more adequate description of subordinated fields by means of
Wiener–It̂o integrals. Before working out the details we formulate thecontinuous
time version of the above notions and problems. In the continuous time case it is
more natural to consider generalized random fields. To explain the idea behind such
an approach we shortly explain a different but equivalent description of discrete
random fields. We present them as an appropriate set of randomvariables indexed
by the elements of a linear space. This shows some similaritywith the generalized
random fields to be defined later.

Let ϕn(x), n ∈ Zν , n = (n1, . . . ,nν), denote the indicator function of the cube
[n1− 1

2,n1+ 1
2)×·· ·× [nν − 1

2,nν + 1
2), with centern= (n1, . . . ,nν) and with edges

of length 1, i.e. letϕn(x) = 1, x = (x1, . . . ,xν) ∈ Rν , if n j − 1
2 ≤ x j < n j +

1
2 for all

1≤ j ≤ ν , and letϕn(x) = 0 otherwise. Define the linear spaceΦ of functions onRν

consisting of all finite linear combinations of the form∑c jϕn j (x), n j ∈ Zν , with the
above defined functionsϕn(x) and real coefficientsc j . Given a discrete random field
ξn, n ∈ Zν , define the random variablesξ (ϕ) for all ϕ ∈ Φ in the following way.
Put ξ (ϕ) = ∑c jξn j if ϕ(x) = ∑c jϕn j (x). In particular,ξ (ϕn) = ξn for all n ∈ Zν .
The identityξ (c1ϕ +c2ψ) = c1ξ (ϕ)+c2ξ (ψ) also holds for allϕ,ψ ∈ Φ and real
numbersc1 andc2.

Let us also define the functionϕ(N,AN)(x) = 1
AN

ϕ( x
N ) for all functionsϕ ∈ Φ and

positive integersN = 1,2, . . . , with some appropriately chosen constantsAN > 0.

Observe thatξ (ϕ(N,AN)
n ) = ZN

n with the random variableZN
n defined in (1.1). All

previously introduced notions related to discrete random fields can be reformulated
with the help of the set of random variablesξ (ϕ), ϕ ∈ Φ . Thus for instance the
random fieldξn, n∈Zν is self-similar with self-similarity parameterα if and only if

ξ (ϕ(N,Nα ))
∆
= ξ (ϕ) for all ϕ ∈ Φ andN = 1,2, . . . . (To see why this statement holds

observe that the distributions of two random vectors agree if and only if every linear
combination of their coordinates have the same distribution. This follows from the
fact that the characteristic function of a random vector determines its distribution.)

It will be useful to define the continuous time version of discrete random fields
as generalized random fields. The generalized random fields will be defined as a set
of random variables indexed by the elements of a linear spaceof functions. They
show some similarity to the class of random variablesξ (ϕ), ϕ ∈ Φ , defined above.
The main difference is that instead of the spaceΦ a different linear space is chosen
for the parameter set of the random field. We shall choose the so-called Schwartz
space for this role.

Let S = Sν be the Schwartz space of (real valued) rapidly decreasing, smooth
functions onRν . (See e.g. [15] for the definition ofSν . I shall present a more de-
tailed discussion about the definition of the spaceS in the adjustment to Chap-
ter 1.) Generally one takes the space of complex valued, rapidly decreasing, smooth
functions as the spaceS , but we shall denote the space ofreal valued, rapidly de-
creasing, smooth functions byS if we do not say this otherwise. We shall omit the
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subscriptν if it leads to no ambiguity. Now we introduce the notion of generalized
random fields.

Definition of generalized random fields.We say that the set of random variables
X(ϕ), ϕ ∈ S , is a generalized random field over the Schwartz spaceS of rapidly
decreasing, smooth functions if:

(a) X(a1ϕ1+a2ϕ2) = a1X(ϕ1)+a2X(ϕ2) with probability 1 for all real numbers
a1 and a2 andϕ1 ∈ S , ϕ2 ∈ S . (The exceptional set of probability 0 where this
identity does not hold may depend on a1, a2, ϕ1 andϕ2.)

(b) X(ϕn) ⇒ X(ϕ) stochastically ifϕn → ϕ in the topology ofS .

We also introduce the following definitions.

Definition of stationarity and Gaussian property of a generalized random field.
On the notion of convergence of generalized random fields in distribution. The

generalized random field X= {X(ϕ), ϕ ∈ S } is stationary if X(ϕ)
∆
= X(Ttϕ) for

all ϕ ∈S and t∈Rν , where Ttϕ(x) = ϕ(x−t). It is Gaussian if X(ϕ) is a Gaussian

random variable for allϕ ∈S . The relation Xn
D→X0 as n→∞ holds for a sequence

of generalized random fields Xn, n = 0,1,2, . . . , if Xn(ϕ)
D→ X0(ϕ) for all ϕ ∈ S ,

where
D→ denotes convergence in distribution.

Given a stationary generalized random fieldX and a functionA(t) > 0, t > 0, on
the set of positive real numbers we define the (stationary) random fieldsXA

t for all
t > 0 by the formula

XA
t (ϕ) = X(ϕA

t ), ϕ ∈ S , whereϕA
t (x) = A(t)−1ϕ

(x
t

)
. (1.3)

We are interested in the following

Question. When does a generalized random field X∗ exist such that XAt
D→ X∗ as

t → ∞ (or as t→ 0)?

In relation to this question we introduce the following

Definition of self-similarity. The stationary generalized random field X is self-

similar with self-similarity parameterα if XA
t (ϕ)

∆
= X(ϕ) for all ϕ ∈ S and t> 0

with the function A(t) = tα .

To answer the above question one should first describe the generalized self-
similar random fields.

We try to explain the motivation behind the above definitions. Given an ordinary
random fieldX(t), t ∈Rν , and a topological spaceE consisting of functions overRν

one can define the random variablesX(ϕ) =
∫

Rν ϕ(t)X(t)dt, ϕ ∈ E . Some difficulty
may arise when defining this integral, but it can be overcome in all interesting cases.
If the spaceE is rich enough, and this is the case ifE = S , then the integrals
X(ϕ), ϕ ∈E , determine the random processX(t). The set of random variablesX(ϕ),
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ϕ ∈ S , is a generalized random field in all nice cases. On the other hand, there are
generalized random fields which cannot be obtained by integrating ordinary random
fields. In particular, the generalized self-similar randomfields we shall construct
later cannot be interpreted through ordinary fields. The above definitions of various
properties of generalized fields are fairly natural, considering what these definitions
mean for generalized random fields obtained by integrating ordinary fields.

The investigation of generalized random fields is simpler than that of ordinary
discrete random fields, because in the continuous case more symmetry is available.
Moreover, in the study or construction of discrete random fields generalized random
fields may play a useful role. To understand this let us remarkthat if we have a
generalized random fieldX(ϕ), ϕ ∈ S , and we can extend the spaceS containing
the test functionϕ to such a larger linear spaceT for which Φ ⊂ T with the
above introduced linear spaceΦ , then we can define the discrete random fieldX(ϕ),
ϕ ∈ Φ , by a restriction of the space of test functions of the generalized random
field X(ϕ), ϕ ∈ T . This random field can be considered as the discretization ofthe
original generalized random fieldX(ϕ), ϕ ∈ S .

We finish this chapter by defining the generalized subordinated random fields.
The we shall explain the basic results about the Schwartz spaceS and generalized
functions in a separate sub chapter.

Let X(ϕ), ϕ ∈ S , be a generalized stationary Gaussian random field. The for-
mulaTtX(ϕ)) = X(Ttϕ), Ttϕ(x) = ϕ(x− t), defines the shift transformation for all
t ∈Rν . LetH denote the real Hilbert space consisting of theB = B(X(ϕ), ϕ ∈S )
measurable random variables with finite second moment. The shift transformation
can be extended to a group of unitary transformations overH similarly to the dis-
crete case.

Definition of generalized random fields subordinated to a generalized station-
ary Gaussian random field.Given a generalized stationary Gaussian random field
X(ϕ), ϕ ∈ S , we define the Hilbert spaceH and the shift transformations Tt ,
t ∈ Rν , overH as above. A generalized stationary random fieldξ (ϕ), ϕ ∈ S , is
subordinated to the field X(ϕ), ϕ ∈ S , if ξ (ϕ) ∈ H and Ttξ (ϕ) = ξ (Ttϕ) for all
ϕ ∈ S and t∈ Rν , and E[ξ ϕn)−ξ (ϕ)]2 → 0 if ϕn → ϕ in the topology ofS .

1.1 A brief overview about some results on generalized functions

Let us first describe the Schwartz spacesS andS c in more detail. The spaceS c =
(Sν)c consists of those complex valued functions ofν variables which decrease at
infinity, together with their derivatives, faster than any polynomial degree. More
explicitly, ϕ ∈ S c for a complex valued functionϕ of ν variables if

∣∣∣∣x
k1
1 · · ·xkν

ν
∂ q1+···+qν

∂xq1
1 . . .∂xqν

ν
ϕ(x1, . . . ,xν)

∣∣∣∣≤C(k1, . . . ,kν ,q1, . . . ,qν)
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for all point x = (x1, . . . ,xν) ∈ Rν and vectors(k1, . . . ,kν), (q1, . . . ,qν) with non-
negative integer coordinates with some constantC(k1, . . . ,kν ,q1, . . . ,qν) which may
depend on the functionϕ. This formula can be written in a more concise form as

|xkDqϕ(x)| ≤C(k,q) with k = (k1, . . . ,kν) andq = (q1, . . . ,qν),

wherex = (x1, . . . ,xν), xk = xk1
1 · · ·xkν

ν and Dq = ∂ q1+···+qν

∂x
q1
1 ...∂xqν

ν
. The elements of the

spaceS are defined similarly, with the only difference that they arereal valued
functions.

To define the spacesS andS c we still have to define the convergence in them.
We say that a sequence of functionsϕn ∈ S c (or ϕn ∈ S ) converges to a function
ϕ if

lim
n→∞

sup
x∈Rν

(1+ |x|2)k|Dqϕn(x)−Dqϕ(x)| = 0.

for all k = 1,2, . . . andq = (q1, . . . ,qν). It can be seen that the limit functionϕ is
also in the spaceS c (or in the spaceS ).

A nice topology can be introduced in the spaceS c (or S ) which induces the
above convergence. The following topology is an appropriate choice. Let a basis of
neighbourhoods of the origin consist of the sets

U(k,q,ε) =
{

ϕ : max
x

(1+ |x|2)k|Dqϕ(x)| < ε
}

with k = 0,1,2, . . . , q = (q1, . . . ,qν) with non-negative integer coordinates andε >
0, where|x|2 = x2

1 + · · ·+ x2
ν . A basis of neighbourhoods of an arbitrary function

ϕ ∈S c (or ϕ ∈S ) consists of sets of the formϕ +U(k,q,ε), where the class of sets
U(k,q,ε) is a basis of neighbourhood of the origin. The fact that the convergence
in S has such a representation, (and a similar result holds in some other spaces
studied in the theory of generalized functions) has a great importance in the theory
of generalized functions. We also have exploited this fact in Chapter 6 of this Lecture
Note. Topological spaces with such a topology are called countably normed spaces.

The space of generalized functionsS ′ consists of thecontinuouslinear maps
F : S →C or F : S c →C, whereC denotes the linear space of complex numbers.
(In the study of the spaceS ′ we omit the upper indexc, i.e. we do not indicate
whether we are working in real or complex space when this causes no problem.) We
shall write the mapF(ϕ), F ∈ S ′ andϕ ∈ S (or ϕ ∈ S c) in the form(F,ϕ).

We can define generalized functionsF ∈ S ′ by the formula

(F,ϕ) =
∫

f (x)ϕ(x)dx for all ϕ ∈ S or ϕ ∈ S
c

with a function f such that
∫
(1+ |x|2)−p| f (x)|dx< ∞ with somep≥ 0. (The upper

script ¯ denotes complex conjugate in the sequel.) Such functionals are called reg-
ular. There are also non-regular functionals in the spaceS ′. An example for them
is theδ -function defined by the formula(δ ,ϕ) = ϕ(0). There is a good description
of the generalized functionsF ∈ S ′, (see the book I. M. Gelfand and G. E. Shilov:
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Generalized functions, Volume 2, Chapter 2, Chapter 4), butwe do not need this
result, hence we do not discuss it here. Another important question in this field that
we omit is about the interpretation of a usual function as a generalized function in
the case when it does not define a regular function inS ′ because of its strong sin-
gularity in some points. In such cases some regularization can be applied. It is an
important problem in the theory of generalized functions tofind the appropriate gen-
eralized functions in such cases, but it does not appear in the study of the problems
in this work.

The derivative and the Fourier transform of generalized functions are also de-
fined, and they play an important role in some investigations. In the definition of
these notions for generalized functions we want to preservethe old definition if nice
regular functionals are considered for which these notionswere already defined in

classical analysis. Such considerations lead to the definition (
∂ j

∂x j
F,ϕ) = −(F, ∂ϕ

∂x j
)

of the derivative of generalized functions. We do not discuss this definition in more
detail, because here we do not work with the derivatives of generalized functions.

The Fourier transform of generalized functions inS′ appears in our discussion, al-
though only in an implicit form. The Bochner-Schwartz theorem discussed in Chap-
ter 3 actually deals with the Fourier transform of generalized functions. Hence the
definition of Fourier transform will be given in more detail.

We shall define the Fourier transform of a generalized function by means of a
natural extension of the Parseval formula, more explicitlyof a simplified version of
it, where the same identity

∫

Rν
f (x)g(x)dx=

1
(2π)ν

∫

Rν
f̃ (u)g̃(u)du

is formulated with f̃ (u) =
∫

Rν ei(u,x) f (x)dx and g̃(u) =
∫

Rν ei(u,x)g(x)dx. But now
we consider a pair of functions( f ,g) with different properties. We demand thatf
should be an integrable function, andg∈S c. (In the original version of the Parseval
formula bothf andg areL2 functions.)

The proof of this identity is simple. Indeed, since the function g ∈ S c can be
calculated as the inverse Fourier transform of its Fourier transform ˜g ∈ S c, i.e.
g(x) = 1

(2π)ν
∫

e−i(u,x)g̃(u)du, we can write

∫
f (x)g(x)dx =

∫
f (x)

[
1

(2π)ν

∫
e−i(u,x)g̃(u)du

]
dx

=
∫

g̃(u)

[
1

(2π)ν

∫
ei(u,x) f (x)dx

]
du

=
1

(2π)ν

∫
f̃ (u)g̃(u)du.

Let us also remark that the Fourier transformf → f̃ is a bicontinuous map from
S c to S c. (This means that this transformation is invertible, and both the Fourier
transform and its inverse are continuous maps fromS c to S c.) (The restriction
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of the Fourier transform to the spaceS of real valued functions is a bicontinuous
map fromS to the subspace ofS c consisting of those functionsf ∈S c for which
f (−x) = f (x) for all x∈ Rν .)

The above results make natural the following definition of the Fourier trans-
form F̃ of a generalized functionF ∈ S ′.

(F̃ , ϕ̃) = (2π)ν(F,ϕ) for all ϕ ∈ S
c.

Indeed, ifF ∈ S ′ thenF̃ is also a continuous linear map onS c, i.e. it is also an
element ofS ′. Besides, the above proved version of the Parseval formula implies
that if we consider an integrable functionf on Rν both as a usual function and as a
(regular) generalized function, its Fourier transform agrees in the two cases.

There are other classes of test functions and spaces of generalized functions stud-
ied in the literature. The most popular among them is the spaceD of infinitely many
differentiable functions with compact support and its dualspaceD ′, the space of
continuous linear transformations on the spaceD . (These spaces are generally de-
noted byD andD ′ in the literature, although just the book [15] that we use as our
main reference in this subject applies the notationK andK ′ for them.) We shall
discuss this space only very briefly.

The spaceD consists of the infinitely many times differentiable functions with
compact support. Thus it is a subspace ofS . A sequenceϕn ∈ D , n = 1,2, . . . ,
converges to a functionϕ, if there is a compact setA ⊂ Rν which is the support
of all these functionsϕn, and the functionsϕn together with all their derivatives
converge uniformly to the functionϕ and to its corresponding derivatives. It is not
difficult to see that alsoϕ ∈D , and if the functionsϕn converge toϕ in the spaceD ,
then they also converge toϕ in the spaceS . Moreover,D is an everywhere dense
subspace ofS . The spaceD ′ consists of the continuous linear functionals inD .

The results describing the behaviour ofD andD ′ are very similar to those de-
scribing the behaviour ofS andS ′. There is one difference that deserves some
attention. The Fourier transforms of the functions inD may not belong toD . The
class of these Fourier transforms can be described by means of some results in com-
plex analysis. A topological spaceZ can be defined on the set of Fourier trans-
forms of the functions from the spaceD . If we want to apply Fourier analysis in the
spaceD , then we also have to study this spaceZ and its dual spaceZ ′. I omit the
details.



Chapter 2
Wick polynomials

In this chapter we consider the so-called Wick polynomials,a multi-dimensional
generalization of Hermite polynomials. They are closely related to multiple Wiener–
Itô integrals.

Let Xt , t ∈ T, be a set of jointly Gaussian random variables indexed by a param-
eter setT. Let EXt = 0 for all t ∈ T. We define the real Hilbert spacesH1 andH

in the following way: A square integrable random variable isin H if and only if
it is measurable with respect to theσ -algebraB = B(Xt , t ∈ T), and the scalar
product inH is defined as(ξ ,η) = Eξ η , ξ , η ∈ H . The Hilbert spaceH1 ⊂ H

is the subspace ofH generated by the finite linear combinations∑c jXt j , t j ∈ T. We
consider only such sets of Gaussian random variablesXt for whichH1 is separable.
OtherwiseXt , t ∈ T, can be arbitrary, but the most interesting case for us is when
T = Sν or Zν , andXt , t ∈ T, is a stationary Gaussian field.

LetY1,Y2, . . . be an orthonormal basis inH1. The uncorrelated random variables
Y1,Y2, . . . are independent, since they are (jointly) Gaussian. Moreover,

B(Y1,Y2, . . .) = B(Xt , t ∈ T).

Let Hn(x) denote then-th Hermite polynomial with leading coefficient 1, i.e. let
Hn(x) = (−1)nex2/2 dn

dxn (e−x2/2). We recall the following results from analysis and
measure theory.

Theorem 2A.The Hermite polynomials Hn(x), n= 0,1,2, . . . , form a complete or-

thogonal system in L2
(

R,B, 1√
2π e−x2/2dx

)
. (HereB denotes the Borelσ -algebra

on the real line.)

Let (Xj ,X j ,µ j), j = 1,2, . . . , be countably many independent copies of a prob-
ability space(X,X ,µ). (We denote the points ofXj by x j .) Let (X∞,X ∞,µ∞) =

∞
∏
j=1

(Xj ,X j ,µ j). With such a notation the following result holds.

9
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Theorem 2B.Let ϕ0,ϕ1, . . . , ϕ0(x) ≡ 1, be a complete orthonormal system in the

Hilbert space L2(X,X ,µ). Then the functions
∞
∏
j=1

ϕk j (x j), where only finitely many

indices kj differ from 0, form a complete orthonormal basis in L2(X∞,X ∞,µ∞).

Theorem 2C.Let Y1,Y2, . . . be random variables on a probability space(Ω ,A ,P)
taking values in a measurable space(X,X ). Letξ be a real valued random variable
measurable with respect to theσ -algebraB(Y1,Y2, . . .), and let(X∞,X ∞) denote
the infinite product(X ×X × ·· · ,X ×X × ·· ·) of the space(X,X ) with itself.
Then there exists a real valued, measurable function f on thespace(X∞,X ∞) such
that ξ = f (Y1,Y2, . . .).

Remark.Let us have a stationary random fieldXn(ω), n ∈ Zν . Theorem 2C en-
ables us to extend the shift transformationTm, defined asTmXn(ω) = Xn+m(ω),
n, m∈ Zν , for all random variablesξ (ω), measurable with respect to theσ -algebra
B(Xn(ω), n∈Zν). Indeed, by Theorem 2C we can writeξ (ω) = f (Xn(ω), n∈Zν),
and defineTmξ (ω) = f (Xn+m(ω), n ∈ Zν). We still have to understand, that al-
though the functionf is not unique in the representation of the random vari-
ableξ (ω), the above definition ofTmξ (ω) is meaningful. To see this we have to
observe that iff1(Xn(ω), n ∈ Zν) = f2(Xn(ω), n ∈ Zν) for two functions f1 and
f2 with probability 1, then alsof1(Xn+m(ω), n∈ Zν) = f2(Xn+m(ω), n∈ Zν) with
probability 1 because of the stationarity of the random fieldXn(ω), n∈ Zν . Let us

also observe thatξ (ω)
∆
= Tmξ (ω) for all m∈ Zν . Besides,Tm is a linear operator

on the linear space of random variables, measurable with respect to theσ -algebra
B(Xn, n∈ Zν). If we restrict it to the space of square integrable random variables,
then Tm is a unitary operator, and the operatorsTm, m∈ Zν , constitute a unitary
group.

Let a stationary generalized fieldX = {X(ϕ), ϕ ∈ S } be given. The shiftTtξ of
a random variableξ , measurable with respect to theσ -algebraB(X(ϕ), ϕ ∈ S )
can be defined for allt ∈ Rν similarly to the discrete case with the help of The-
orem 2C and the following result. Ifξ ∈ B(X(ϕ), ϕ ∈ S ) for a random vari-
ableξ , then there exists such a countable subset{ϕ1,ϕ2, . . .} ⊂ S (depending on
the random variableξ ) for which ξ is B(X(ϕ1),X(ϕ2), . . .) measurable. (We write
ξ (ω) = f (X(ϕ1)(ω),X(ϕ2)(ω), . . .) with appropriate functionsf , and ϕ1 ∈ S ,
ϕ2 ∈ S ,. . . , and define the shiftTtξ asTtξ (ω) = f (X(Ttϕ1)(ω),X(Ttϕ2)(ω), . . .),
whereTtϕ(x) = ϕ(x− t) for ϕ ∈ S .) The transformationsTt , t ∈ Rν , are linear op-
erators over the space of random variables measurable with respect to theσ -algebra
B(X(ϕ), ϕ ∈ S ) with similar properties as their discrete counterpart.

Theorems 2A, 2B and 2C have the following important consequence.

Theorem 2.1.Let Y1,Y2, . . . be an orthonormal basis in the Hilbert spaceH1 de-
fined above with the help of a set of Gaussian random variablesXt , t ∈ T. Then
the set of all possible finite products Hj1(Yl1) · · ·H jk(Ylk) is a complete orthogonal
system in the Hilbert spaceH defined above. (Here Hj(·) denotes the j-th Hermite
polynomial.)
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Proof of Theorem 2.1.By Theorems 2A and 2B the set of all possible prod-

ucts
∞
∏
j=1

Hk j (x j), where only finitely many indicesk j differ from 0, is a com-

plete orthonormal system inL2

(
R∞,B∞,

∞
∏
j=1

e
−x2

j /2
√

2π dxj

)
. SinceB(Xt , t ∈ T) =

B(Y1,Y2, . . .), Theorem 2C implies that the mappingf (x1,x2, . . . ,) → f (Y1,Y2, . . .)

is a unitary transformation fromL2

(
R∞,B∞,

∞
∏
j=1

e
−x2

j /2
√

2π dxj

)
to H . (We call a

transformation from a Hilbert space to another Hilbert space unitary if it is norm
preserving and invertible.) Since the image of a complete orthogonal system un-
der a unitary transformation is again a complete orthogonalsystem, Theorem 2.1 is
proved. ⊓⊔

Let H≤n ⊂ H , n = 1,2, . . . , (with the previously introduced Hilbert spaceH )
denote the Hilbert space which is the closure of the linear space consisting of the
elementsPn(Xt1, . . . ,Xtm), wherePn runs through all polynomials of degree less than
or equal ton, and the integerm and indicest1, . . . , tm ∈ T are arbitrary. LetH0 =
H≤0 consist of the constant functions, and letHn = H≤n⊖H≤n−1, n = 1,2, . . . ,
where⊖ denotes orthogonal completion. It is clear that the HilbertspaceH1 given
in this definition agrees with the previously defined HilbertspaceH1. If ξ1, . . . ,ξm∈
H1, and Pn(x1, . . . ,xm) is a polynomial of degreen, then Pn(ξ1, . . . ,ξm) ∈ H≤n.
Hence Theorem 2.1 implies that

H = H0 +H1 +H2 + · · · , (2.1)

where+ denotes direct sum. Now we introduce the following

Definition of Wick polynomials. Given a polynomial P(x1, . . . ,xm) of degree n and
a set of (jointly Gaussian) random variablesξ1, . . . ,ξm ∈ H1, the Wick polynomial
: P(ξ1, . . . ,ξm): is the orthogonal projection of the random variable P(ξ1, . . . ,ξm)
to the above defined subspaceHn of the Hilbert spaceH .

It is clear that Wick polynomials of different degree are orthogonal. Given some
ξ1, . . . ,ξm ∈ H1 define the subspacesH≤n(ξ1, . . . ,ξm) ⊂ H≤n, n = 1,2, . . . , as the
set of all polynomials of the random variablesξ1, . . . ,ξm with degree less than or
equal ton. Let H≤0(ξ1, . . . ,ξm) = H0(ξ1, . . . ,ξm) = H0, and Hn(ξ1, . . . ,ξm) =
H≤n(ξ1, . . . ,ξm)⊖H≤n−1(ξ1, . . . ,ξm). With the help of this notation we formulate
the following

Proposition 2.2.Let P(x1, . . . ,xm) be a polynomial of degree n. Then the random
polynomial : P(ξ1, . . . ,ξm): equals the orthogonal projection of P(ξ1, . . . ,ξm) to
Hn(ξ1, . . . ,ξm).

Proof of Proposition 2.2.Let : P̄(ξ1, . . . ,ξm): denote the projection of the random
polynomialP(ξ1, . . . ,ξm) to Hn(ξ1, . . . ,ξm). Obviously

P(ξ1, . . . ,ξm)− : P̄(ξ1, . . . ,ξm): ∈ H≤n−1(ξ1, . . . ,ξm) ⊆ H≤n−1.
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Hence in order to prove Proposition 2.2 it is enough to show that for allη ∈ H≤n−1

E : P̄(ξ1, . . . ,ξm): η = 0, (2.2)

since this means that :̄P(ξ1, . . . ,ξm): is the orthogonal projection ofP(ξ1, . . . ,ξm)∈
H≤n to H≤n−1.

Let ε1,ε2, . . . be an orthonormal system inH1, also orthonormal toξ1, . . . ,ξm,

and such thatξ1, . . . ,ξm,ε1,ε2, . . . form a basis inH1. If η =
m
∏
i=1

ξ l i
i

∞
∏
j=1

εk j
j with such

exponentsl i andk j that∑ l i +∑k j ≤ n−1, then (2.2) holds for this random variable
η because of the independence of the random variablesξi andε j . Since the linear
combinations of suchη are dense inH≤n−1, formula (2.2) and Proposition (2.2) are
proved. ⊓⊔
Corollary 2.3. Let ξ1, . . . ,ξm be an orthonormal system inH1, and let

P(x1, . . . ,xm) = ∑c j1,..., jmx j1 · · ·x jm
m

be a homogeneous polynomial, i.e. let j1 + · · · jm = n with some fixed number n for
all sets( j1, . . . , jm) appearing in this summation. Then

: P(ξ1, . . . ,ξm): = ∑c j1,..., jmH j1(ξ1) · · ·H jm(ξm).

In particular,
: ξ n: = Hn(ξ ) if ξ ∈ H1, and Eξ 2 = 1.

Remark.Although we have defined the Wick polynomial (of degreen) for all poly-
nomials P(ξ1, . . . ,ξm) of degreen, we could have restricted our attention only
to homogeneous polynomials of degreen, since the contribution of each terms
c( j1, . . . jm)ξ l1

1 · · ·ξ lm
m of the polynomialP(ξ1, . . . ,ξm) such thatl1 + · · ·+ lm < n

has a zero contribution in the definition of the Wick polynomial : P(ξ1, . . . ,ξm): .

Proof of Corollary 2.3.Let the degree of the polynomialP ben. Then

P(ξ1, . . . ,ξm)−∑c j1,..., jmH j1(ξ1) · · ·H jm(ξm) ∈ H≤n−1(ξ1, . . . ,ξm), (2.3)

sinceP(ξ1, . . . ,xm)−∑c j1,..., jmH j1(ξ1) · · ·H jm(ξm) is a polynomial whose degree is

less thann. Let η = ξ l1
1 · · ·ξ lm

m ,
m
∑

i=1
l i ≤ n−1. Then

EηH j1(ξ1) · · ·H jm(ξm) =
m

∏
i=1

Eξ l i
i H j i (ξi) = 0,

sincel i < j i for at least one indexi. Therefore

Eη ∑c j1,..., jmH j1(ξ1) · · ·H jm(ξm) = 0. (2.4)
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Since every element ofH≤n−1(ξ1, . . . ,ξm) can be written as the sum of such
elementsη , relation (2.4) holds for allη ∈ H≤n−1(ξ1, . . . ,ξm). Relations (2.3)
and (2.4) imply Corollary 2.3. ⊓⊔

The following statement is a simple consequence of the previous results.

Corollary 2.4. Letξ1,ξ2, . . . be an orthonormal basis inH1. Then the random vari-
ables Hj1(ξ1) · · ·H jk(ξk), k= 1,2, . . . , j1+ · · ·+ jk = n, form a complete orthogonal
basis inHn.

Proof of Corollary 2.4.It follows from Corollary 2.3 that

H j1(ξ1) · · ·H jk(ξk) = : ξ j1
1 · · ·ξ jk

k : ∈ Hn for all k = 1,2, . . .

if j1 + · · ·+ jk = n. These random variables are orthogonal, and all Wick polyno-
mials :P(ξ1, . . . ,ξm): of degreen of the random variablesξ1,ξ2, . . . can be repre-
sented as the linear combination of such terms. Since these Wick polynomials are
dense inHn, this implies Corollary 2.4. ⊓⊔

The arguments of this chapter exploited heavily some properties of Gaussian
random variables. Namely, they exploited that the linear combinations of Gaussian
random variables are again Gaussian, and in Gaussian case orthogonality implies
independence. This means in particular, that the rotation of a standard normal vector
leaves its distribution invariant. We finish this chapter with an observation based on
these facts. This may illuminate the content of formula (2.1) from another point of
view. We shall not use the results of the subsequent considerations in the rest of this
work.

LetU be a unitary transformation overH1. It can be extended to a unitary trans-
formationU overH in a natural way. Fix an orthonormal basisξ1,ξ2, . . . in H1,
and defineU 1 = 1, U ξ l1

j1
· · ·ξ lk

jk
= (Uξ j1)

l1 · · ·(Uξ jk)
lk. This transformation can

be extended to a linear transformationU over H in a unique way. The trans-
formationU is norm preserving, since the joint distributions of(ξ j1,ξ j2, . . .) and
(Uξ j1,Uξ j2, . . .) coincide. Moreover, it is unitary, sinceUξ1,Uξ2, . . . is an orthonor-
mal basis inH1. It is not difficult to see that ifP(x1, . . . ,xm) is an arbitrary polyno-
mial, andη1,η2 . . . ,ηm ∈ H1, thenU P(η1, . . . ,ηm) = P(Uη1, . . . ,Uηm). This re-
lation means in particular that the transformationU does not depend on the choice
of the basis inH1. If the transformationsU1 andU2 correspond to two unitary
transformationsU1 andU2 on H1, then the transformationU1U2 corresponds to
U1U2. The subspacesH≤n and therefore the subspacesHn remain invariant under
the transformationsU .

The shift transformations of a stationary Gaussian field, and their extensions to
H are the most interesting examples for such unitary transformationsU andU . In
the terminology of group representations the above facts can be formulated in the
following way: The mappingU → U is a group representation ofU(H1) overH ,
whereU(H1) denotes the group of unitary transformations overH1. Formula (2.1)
gives a decomposition ofH into orthogonal invariant subspaces of this representa-
tion.





Chapter 3
Random spectral measures

Some standard theorems of probability theory state that thecorrelation function
of a stationary random field can be expressed as the Fourier transform of a so-
called spectral measure. In this chapter we construct a random measure with the
help of these results, and express the random field itself as the Fourier transform
of this random measure in some sense. We restrict ourselves to the Gaussian case,
although most of the results in this chapter are valid for arbitrary stationary random
field with finite second moment if independence is replaced byorthogonality. In the
next chapter we define the multiple Wiener–Itô integrals with respect to this random
measure. In the definition of multiple stochastic integralsthe Gaussian property will
be heavily exploited. First we recall two results about the spectral representation of
the covariance function.

Given a stationary Gaussian fieldXn, n∈ Zν , or X(ϕ), ϕ ∈ S , we shall assume
throughout the paper thatEXn = 0, EX2

n = 1 in the discrete andEX(ϕ) = 0 in the
generalized field case.

Theorem 3A. (Bochner.)Let Xn, n∈ Zν , be a discrete (Gaussian) stationary field.
There exists a unique probability measure G on[−π,π)ν such that the correlation
function r(n) = EX0Xn = EXkXk+n, n∈ Zν , k∈ Zν , can be written in the form

r(n) =

∫
ei(n,x)G(dx), (3.1)

where(·, ·) denotes scalar product. Further G(A) = G(−A) for all A ∈ [−π,π)ν .

We can identify[−π,π)ν with the torusRν/2πZν . Thus e.g.−(−π, . . . ,−π) =
(−π, . . . ,−π).

Theorem 3B. (Bochner–Schwartz.)Let X(ϕ), ϕ ∈ S , be a generalized Gaussian
stationary random field overS = Sν . There exists a uniqueσ -finite measure G on
Rν such that

EX(ϕ)X(ψ) =
∫

ϕ̃(x) ¯̃ψ(x)G(dx) for all ϕ, ψ ∈ S , (3.2)

15
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where˜ denotes Fourier transform and̄complex conjugate. The measure G has the
properties G(A) = G(−A) for all A ∈ Bν , and

∫
(1+ |x|)−rG(dx) < ∞ with an appropriate r> 0. (3.3)

Remark.The above formulated results are actually not the Bochner and Bochner–
Schwartz theorem in their original form, they are their consequences. In an Adjust-
ment to Chapter 3 I formulate the classical form of these theorems, and explain how
the above formulated results follow from them.

The measureG appearing in Theorems 3A and 3B is called the spectral measure
of the stationary field. A measureG with the same properties as the measureG
in Theorem 3A or 3B will also be called a spectral measure. This terminology is
justified, since there exists a stationary random field with spectral measureG for all
suchG.

Let us now consider a stationary Gaussian random field (discrete or generalized
one) with spectral measureG. We shall denote the spaceL2([−π,π)ν ,Bν ,G) or
L2(Rν ,Bν ,G) simply byL2

G. Let H1 be the real Hilbert space defined by means of
the stationary random field, as it was done in Chapter 2. LetH c

1 denote its complex-
ification, i.e. the elements ofH c

1 are of the formX + iY, X, Y ∈ H1, and the scalar
product is defined as(X1+ iY1,X2+ iY2) = EX1X2+EY1Y2+ i(EY1X2−EX1Y2). We
are going to construct a unitary transformationI from L2

G to H c
1 . We shall define

the random spectral measure via this transformation.
Let S c denote the Schwartz space of rapidly decreasing, smooth, complex val-

ued functions with the usual topology of the Schwartz space.(The elements ofS c

are of the formϕ + iψ, ϕ, ψ ∈ S .) We make the following observation. The finite
linear combinations∑cnei(n,x) are dense inL2

G in the discrete field, and the functions
ϕ ∈ S c are dense inL2

G in the generalized field case. In the discrete field case this
follows from the Weierstrass approximation theorem, whichstates that all contin-
uous functions on[−π,π)ν can be approximated arbitrary well in the supremum
norm by trigonometrical polynomials. In the generalized field case let us first ob-
serve that the continuous functions with compact support are dense inL2

G. We claim
that also the functions of the spaceD are dense inL2

G, whereD denotes the class of
(complex valued) infinitely many times differentiable functions with compact sup-
port. Indeed, ifϕ ∈ D is real valued,ϕ(x) ≥ 0 for all x ∈ Rν ,

∫
ϕ(x)dx = 1, we

defineϕt(x) = tν ϕ
(

x
t

)
, and f is a continuous function with compact support, then

f ∗ϕt → f uniformly ast → ∞. Here∗ denotes convolution. On the other hand,
f ∗ϕt ∈ D for all t > 0. HenceD ⊂ S c is dense inL2

G.
Finally we recall the following result from the theory of distributions. The map-

ping ϕ → ϕ̃ is an invertible, bicontinuous transformation fromS c into S c. In
particular, the set of functions̃ϕ , ϕ ∈ S , is also dense inL2

G.
Now we define the mapping

I
(
∑cnei(n,x)

)
= ∑cnXn (3.4)
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in the discrete case, where the sum is finite, and

I(ϕ̃ + iψ) = X(ϕ)+ iX(ψ), ϕ, ψ ∈ S (3.5)

in the generalized case.
Obviously,

∥∥∥∑cnei(n,x)
∥∥∥

2

L2
G

= ∑∑cnc̄m

∫
ei(n−m),xG(dx)

= ∑∑cnc̄mEXnXm = E
∣∣∑cnXn

∣∣2 ,

and

‖ϕ̃ + iψ‖2
L2

G
=
∫

[ϕ̃(x) ¯̃ϕ(x)− iϕ̃(x) ¯̃ψ(x)+ iψ̃(x) ¯̃ϕ(x)+ ψ̃(x) ¯̃ψ(x)]G(dx)

= EX(ϕ)2− iEX(ϕ)X(ψ)+ iEX(ψ)X(ϕ)+EX(ψ)2

= E (|X(ϕ)+ iX(ψ)|)2 .

This means that the mappingI from a linear subspace ofL2
G to H c

1 is norm preserv-
ing. Besides, the subspace whereI was defined is dense inL2

G, since the space of
continuous functions is dense inL2

G if G is a finite measure on the torusRν/2πZν ,
and the space of continuous functions with a compact supportis dense inL2

G(Rν) if
the measureG satisfies relation (3.3). Hence the mappingI can be uniquely ex-
tended to a norm preserving transformation fromL2

G to H c
1 . Since the random

variablesXn or X(ϕ) are obtained as the image of some element fromL2
G un-

der this transformation,I is a unitary transformation fromL2
G to H c

1 . A unitary
transformation preserves not only the norm, but also the scalar product. Hence∫

f (x)ḡ(x)G(dx) = EI( f )I(g) for all f , g∈ L2
G.

Now we define the random spectral measureZG(A) for all A ∈ Bν such that
G(A) < ∞ by the formula

ZG(A) = I(χA),

whereχA denotes the indicator function of the setA. It is clear that

(i) The random variablesZG(A) are complex valued, jointly Gaussian random
variables. (The random variables ReZG(A) and ImZG(A) with possibly different
setsA are jointly Gaussian.)

(ii) EZG(A) = 0,
(iii) EZG(A)ZG(B) = G(A∩B),

(iv)
n
∑
j=1

ZG(A j) = ZG

(
n⋃

j=1
A j

)
if A1, . . . ,An are disjoint sets.

Also the following relation holds.
(v) ZG(A) = ZG(−A).

This follows from the relation
(v′) I( f ) = I( f−) for all f ∈ L2

G, where f−(x) = f (−x).
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Relation (v′) can be simply checked iff is a finite trigonometrical polynomial
in the discrete field case, or iff = ϕ̃ , ϕ ∈ S c, in the generalized field case. (In
the casef = ϕ̃, ϕ ∈ S c, the following argument works. Putf (x) = ϕ̃1(x)+ iϕ̃2(x)
with ϕ1,ϕ2 ∈ S . ThenI( f ) = X(ϕ1)+ iX(ϕ2), and f−(x) = ¯̃ϕ1(−x)− i ¯̃ϕ2(−x) =
ϕ̃1(x)+ i(−̃ϕ2(x), henceI( f−) = X(ϕ1)+ iX(−ϕ2) = X(ϕ1)− iX(ϕ2) = I( f ).) Then
a simple limiting procedure implies (v′) in the general case. Relation (iii) follows
from the identityEZG(A)ZG(B) = EI(χA)I(χB) =

∫
χA(x)χB(x)G(dx) = G(A∩B).

The remaining properties ofZG(·) are simple consequences of the definition.

Remark.Property (iv) could have been omitted from the definition of random spec-
tral measures, since it follows from property (iii). To showthis it is enough to check
that if A1, . . . ,An are disjoint sets, and property (iii) holds, then

E

(
n

∑
j=1

ZG(A j)−ZG

(
n⋃

j=1

A j

))(
n

∑
j=1

ZG(A j)−ZG

(
n⋃

j=1

A j

))
= 0.

Now we introduce the following

Definition of random spectral measure.Let G be a spectral measure. A set of
random variables ZG(A), G(A) < ∞, satisfying (i)–(v) is called a (Gaussian) random
spectral measure corresponding to the spectral measure G.

Given a Gaussian random spectral measureZG corresponding to a spectral mea-
sure G we define the (one-fold) stochastic integral

∫
f (x)ZG(dx) for an appro-

priate class of functionsf . Let us first consider simple functions of the form
f (x) = ∑ci χAi (x), where the sum is finite, andG(Ai) < ∞ for all indicesi. In this
case we define ∫

f (x)ZG(dx) = ∑ciZG(Ai).

Then we have

E

∣∣∣∣
∫

f (x)ZG(dx)

∣∣∣∣
2

= ∑ci c̄ jG(Ai ∩A j) =
∫

| f (x)|2G(dx). (3.6)

Since the simple functions are dense inL2
G, relation (3.6) enables us to define∫

f (x)ZG(dx) for all f ∈ L2
G via L2-continuity. It can be checked that the expressions

Xn =
∫

ei(n,x)ZG(dx), n∈ Zν , (3.7)

and
X(ϕ) =

∫
ϕ̃(x)ZG(dx), ϕ ∈ S , (3.8)

defined with the help of the above defined (random) integral and spectral measureZG

are Gaussian stationary random discrete and generalized field with spectral mea-
sureG.

We also have
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∫
f (x)ZG(dx) = I( f ) for all f ∈ L2

G

if we consider the previously defined mappingI( f ) with the stationary random fields
defined in (3.7) and (3.8). Now we formulate the following

Theorem 3.1.For a stationary Gaussian random field (a discrete or generalized
one) with a spectral measure G there exists a unique Gaussianrandom spectral
measure ZG corresponding to the spectral measure G on the same probability space
as the Gaussian random field such that relation (3.7) or (3.8)holds in the discrete
or generalized field case respectively.

Furthermore

B(ZG(A), G(A) < ∞) =

{
B(Xn, n∈ Zν) in the discrete field case,
B(X(ϕ), ϕ ∈ S ) in the generalized field case.

(3.9)

If a stationary Gaussian random fieldXn, n∈ ν , or X(ϕ), ϕ ∈ S , and a random
spectral measureZG satisfy relation (3.7) or (3.8), then we say that this random
spectral measure is adapted to this Gaussian random field.

Proof of Theorem 3.1.Given a stationary Gaussian random field (discrete or station-
ary one) with a spectral measureG, we have constructed a random spectral mea-
sureZG corresponding to the spectral measureG. Moreover, the random integrals
given in formulas (3.7) or (3.8) define the original stationary random field. Since all
random variablesZG(A) are measurable with respect to the original random field,
relation (3.7) or (3.8) implies (3.9).

To prove the uniqueness, it is enough to observe that becauseof the linearity and
L2 continuity of stochastic integrals relation (3.7) or (3.8)implies that

ZG(A) =
∫

χA(x)ZG(dx) = I(χA)

for a Gaussian random spectral measure corresponding to thespectral measureG
appearing in Theorem 3.1. ⊓⊔

Finally we list some additional properties of Gaussian random spectral measures.

(vi) The random variables ReZG(A) are independent of the random variables
ImZG(A).

(vii) Random variables of the formZG(A∪ (−A)) are real valued. If the sets
A1∪ (−A1),. . . , An∪ (−An) are disjoint, then the random variablesZG(A1),. . . ,
ZG(An) are independent.

(viii) If A∩ (−A) = /0, then ReZG(−A) = ReZG(A), ImZG(−A) = −ImZG(A),
and the (Gaussian) random variables ReZG(A) and ImZG(A) are independent
with expectation zero and varianceG(A)/2.

These properties easily follow from (i)–(v). SinceZG(·) are complex valued
Gaussian random variables, to prove the above formulated independence it is
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enough to show that the real and imaginary parts are uncorrelated. We show, as
an example, the proof of (vi).

EReZG(A)ImZG(B) =
1
4i

E(ZG(A)+ZG(A))(ZG(B)−ZG(B))

=
1
4i

E(ZG(A)+ZG(−A))(ZG(−B)−ZG(B))

=
1
4i

G(A∩ (−B))− 1
4i

G(A∩B)

+
1
4i

G((−A)∩ (−B))− 1
4i

G((−A)∩B) = 0

for all pairs of setsA andB such thatG(A) < ∞, G(B) < ∞, sinceG(D) = G(−D)
for all D ∈ Bν . The fact thatZG(A∪ (−A)) is real valued random variable, and the
relations ReZG(−A) = ReZG(A), ImZG(−A) = −ImZG(A) under the conditions
of (viii) follow directly from (v). The remaining statements of (vii) and (viii) can be
proved similarly to (vi) only the calculations are simpler in this case.

The properties of the random spectral measureZG listed above imply in particular
that the spectral measureG determines the joint distribution of the corresponding
random variablesZG(B), B∈ Bν .

3.1 On the spectral representation of the covariance function of
stationary random fields

The results formulated under the name of Bochner and Bochner–Schwartz theorem
(I write this, because actually I presented not these theorems but an important con-
sequence of them) have the following content. Given a finite,even measureG on
the torusRν/2πZν one can define a (Gaussian) discrete stationary field with corre-
lation function satisfying (3.1) with this measureG. For an even measureG on Rν

satisfying (3.3) there exists a (Gaussian) generalized stationary field with correlation
function defined in formula (3.2) with this measureG. The Bochner and Bochner–
Schwartz theorems state that the correlation function of all (Gaussian) discrete sta-
tionary fields, respectively of all stationary generalizedfields can be represented in
such a way. Let us explain this in more detail.

First I formulate the following

Proposition 3C.Let G be a finite measure on the torus Rν/2πZν such that G(A) =
G(−A) for all measurable sets A. Then there exists a Gaussian discrete stationary
field Xn, n ∈ Zν , with expectation zero such that its correlation function r(n) =
EXkXk+n, n,k∈ Zν , is given by formula (3.1) with this measure G.

Let G be a measure on Rν satisfying (3.3) and such that G(A) = G(−A) for all
measurable sets A. Then there exists a Gaussian stationary generalized field X(ϕ),
ϕ ∈S , with expectation EX(ϕ) = 0 for all ϕ ∈S such that its covariance function
EX(ϕ)X(ψ), ϕ,ψ ∈ S , satisfies formula (3.2) with this measure G.
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Moreover, the correlation function r(n) or EX(ϕ)X(ψ), ϕ,ψ ∈ S , determines
the measure G uniquely.

Proof of Proposition 3C.By Kolmogorov’s theorem about the existence of ran-
dom processes with consistent finite dimensional distributions it is enough to prove
the following statement to show the existence of the Gaussian discrete stationary
field with the demanded properties. For any pointsn1, . . . ,np ∈ Zν there exists a
Gaussian random vector(Xn1, . . . ,Xnp) with expectation zero and covariance ma-
trix EXn j Xnk = r(n j − nk). (Observe that the functionr(n) is real valued,r(n) =
r(−n), because of the evenness of the spectral measureG.) Hence it is enough to
check that the corresponding matrix is positive definite, i.e. ∑

j,k
c jckr(n j − nk) ≥ 0

for all real vectors(c1, . . . ,cp). This relation holds, because∑
j,k

c jckr(n j − nk) =

∫ |∑
j
c jei(n j ,x)|2G(dx) ≥ 0 by formula (3.1).

It can be proved similarly that in the generalized field case there exists a
Gaussian random field with expectation zero whose covariance function satis-
fies formula (3.2). (Let us observe that the relationG(A) = G(−A) implies that
EX(ϕ)X(ψ) is a real number for allϕ, ψ ∈ S , sinceEX(ϕ)X(ψ) = EX(ϕ)X(ψ)

in this case. In the proof of this identity we exploit that¯̃f (x) = f̃ (−x) for a real val-
ued functionf .) We also have to show that a random field with such a distribution
is a generalized field, i.e. it satisfies properties (a) and (b) given in the definition of
generalized fields. It is not difficult to show that ifϕn → ϕ in the topology of the
spaceS , thenE[X(ϕn)−X(ϕ)]2 =

∫ |ϕ̃n(x)− ϕ̃(x)|2G(dx) → 0 asn→ ∞, hence
property (b) holds. (Here we exploit that the transformation ϕ → ϕ̃ is bicontinuous
in the spaceS .) Property (a) also holds, because, as it is not difficult to check with
the help of formula (3.2),

E[a1X(ϕ1)+a2X(ϕ2)−X(ϕ(a1ϕ1 +a2ϕ2)]
2

=
∫ ∣∣∣a1ϕ̃1(x)+a2ϕ̃2(x)− ( ˜a1ϕ1 +a2ϕ2)(x)

∣∣∣
2
G(dx) = 0.

It is clear that the Gaussian random field constructed in sucha way is stationary.
Finally, as we have seen in our considerations in the main text, the correlation

function determines the integral
∫

f (x)G(dx) for all continuous functionsf with a
bounded support, hence it also determines the measureG. ⊓⊔

The Bochner and Bochner–Schwartz theorems enable us to showthat the corre-
lation function of all stationary (Gaussian) fields (discrete or generalized one) can
be presented in the above way with an appropriate spectral measureG. To see this
let us formulate these results in their original form.

To formulate Bochner’s theorem first we introduce the following notion.

Definition of positive definite functions.Let f(x) be a (complex valued) function
on Zν (or on Rν ). We say that f(·) is a positive definite function if for all param-
eters p, complex numbers c1, . . . ,cp and points x1, . . . ,xp in Zν (or in Rν ) the in-
equality
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p

∑
j=1

p

∑
k=1

c j c̄k f (x j −xk) ≥ 0

holds.

A simple example for positive definite functions is the function f (x) = ei(t,x),
wheret ∈ Zν in the discrete, andt ∈ Rν in the continuous case. Bochner’s theorem
provides a complete description of positive definite functions.

Bochner’s theorem. (Its original form.) A complex valued function f(x) defined on
Zν is positive definite if and only if it can be written in the formf (x) =

∫
ei(t,x)G(dx)

for all x ∈ Zν with a finite measure G on the torus Rν/2πZν . The measure G is
uniquely determined.

A complex valued function f(x) defined on Rν is continuous in the origin and
positive definite if and only if it can be written in the form f(x) =

∫
ei(t,x)G(dx) for

all x ∈ Rν with a finite measure G on Rν . The measure G is uniquely determined.

It is not difficult to see that the covariance functionr(n) = EXkXk+n, (EXn = 0),
k,n ∈ Zν , of a stationary (Gaussian) random fieldXn is a positive definite func-
tion, since∑

j,k
c j c̄kr(n j − nk) = E|∑

j
c jXn j |2 > 0 for any vector(c1, . . . ,cp). Hence

Bochner’s theorem can be applied for it. Besides, the relation r(n) = r(−n) together
with the uniqueness of the measureG appearing in Bochner’s theorem imply that
the identityG(A) = G(−A) holds for all measurable setsG. This implies the result
formulated in the main text under the name Bochner’s theorem.

The Bochner–Schwartz theorem yields an analogous representation of positive
definite generalized functions inS ′ as the Fourier transforms of positive general-
ized functions inS ′. It also states a similar result about generalized functions in the
spaceD ′. To formulate it we have to introduce some definitions. Firstwe have to
clarify what a positive generalized function is. We introduce this notion both in the
spaceS ′ andD ′, and then we characterize them in a Theorem.

Definition of positive generalized functions.A linear functional F∈ S ′ (or F ∈
D ′) is called a positive generalized function if for all suchϕ ∈ S (or ϕ ∈ D) test
functions for whichϕ(x) ≥ 0 for all x ∈ Rν (F,ϕ) ≥ 0.

Theorem about the representation of positive generalized functions.All positive
generalized functions F∈S ′ can be given in the form(F,ϕ) =

∫
ϕ(x)µ(dx), where

µ is a polynomially increasing measure on Rν , i.e. it satisfies the relation
∫
(1+

|x|2)−pµ(dx) < ∞ with some p> 0. Similarly, all positive generalized functions in
D ′ can be given in the form(F,ϕ) =

∫
ϕ(x)µ(dx) with such a measureµ on Rν

which is finite in all bounded regions. The positive generalized function F uniquely
determines the measureµ in both cases.

We also introduce a rather technical notion and formulate a result about it. Let us
remark that ifϕ ∈S c andψ ∈S c, then also their productϕψ ∈S c. The analogous
result also holds in the spaceD .
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Definition of multiplicatively positive generalized functions.A generalized func-
tion F ∈ S ′ (or F ∈ D ′) is multiplicatively positive if(F,ϕϕ̄) = (F, |ϕ|2) ≥ 0 for
all ϕ ∈ S c (or in ϕ ∈ D).

Theorem about the characterization of multiplicatively positive generalized
functions. A generalized function F∈ S ′ (or F ∈ D ′) is multiplicatively positive if
and only if it is positive.

Now I introduce the definition of positive definite generalized functions.

Definition of positive definite generalized functions.A generalized functionF ∈
S ′ (or F ∈ D ′) is positive definite if(F,ϕ ∗ϕ∗) ≥ 0 for all ϕ ∈ S c (of ϕ ∈ D),
whereϕ∗(x) = ϕ(−x), and∗ denotes convolution, i.e.ϕ ∗ϕ∗(x) =

∫
ϕ(t)ϕ(t −x)dt.

We refer to [15] for an explanation why this definition of positive definite gen-
eralized functions is natural. Let us remark that ifϕ,ψ ∈ S c, thenϕ ∗ψ ∈ S c,
and the analogous result holds inD . The original version of the Bochner–Schwartz
theorem has the following form.

Bochner–Schwartz theorem. (Its original form.)Let F be a positive definite gen-
eralized function in the spaceS ′ (or D ′). Then it is the Fourier transform of a
polynomially increasing measureµ on Rν , i.e. the identity(F,ϕ) =

∫
ϕ̃(x)µ(dx)

holds for all ϕ ∈ S c (or ϕ ∈ D) with a measureµ that satisfies the relation∫
(1+ |x|2)−pµ(dx) < ∞ with an appropriate p> 0. The generalized function F

uniquely determines the measureµ . On the other hand, ifµ is a polynomially in-
creasing measure on Rν , then the formula(F,ϕ) =

∫
ϕ̃(x)µ(dx) with ϕ ∈ S c (or

ϕ ∈ D) defines a positive definite generalized function F in the spaceS ′ (or D ′).

Remark.It is a remarkable and surprising fact that the class of positive definite gen-
eralized functions are represented by the same class of measuresµ in the spacesS ′

andD ′. (In the representation of positive generalized functionsthe class of mea-
suresµ considered in the case ofD ′ is much larger, than in the case ofS ′.) Let us
remark that in the representation of the positive definite generalized functions inD ′

the functionϕ̃ we integrate is not in the classD , but in the spaceZ consisting of
the Fourier transforms of the functions inD .

It is relatively simple to prove the representation of positive definite general-
ized functions given in the Bochner–Schwartz theorem for the classS ′. Some
calculation shows that ifF is a positive definite generalized function, then its
Fourier transform is a multiplicatively positive generalized function. Indeed, since
the Fourier transform of the convolutionϕ ∗ψ(x) equalsϕ̃(t)ψ̃(t), and the Fourier
transform ofϕ∗(x) = ϕ(−x) equalsϕ̃(t), the Fourier transform ofϕ ∗ϕ∗(x) equals
ϕ̃(t) ¯̃ϕ(t). Hence the positive definitiveness property of the generalized functionF
and the definition of the Fourier transform of generalized functions imply that
(F̃ , ϕ̃ ¯̃ϕ) = (2π)ν(F,ϕ ∗ ϕ∗) ≥ 0 for all ϕ ∈ S c. Since every function ofS c is
the Fourier transformϕ̃ of some functionϕ ∈ S c this implies thatF̃ is a mul-
tiplicatively positive and as a consequence a positive generalized function inS ′.
Such generalized functions have a good representation withthe help of a polynomi-
ally increasing positive measureµ . Since(F,ϕ) = (2π)−ν(F̃ , ϕ̃) it is not difficult
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to prove the Bochner–Schwartz theorem for the spaceS ′ with the help of this fact.
The proof is much harder if the spaceD ′ is considered, but we do not need that
result.

The Bochner–Schwartz theorem in itself is not sufficient to describe the cor-
relation function of a generalized random fields. We still need another important
result of Laurent Schwartz which gives useful information about the behaviour of
(Hermitian) bilinear functionals inS c and some additional information about the
behaviour of translation invariant (Hermitian) bilinear functionals in this space. To
formulate these results first we introduce the following definition.

Definition of Hermitian bilinear and translation invariant Hermitian bilinear
functionals in the spaceS c. A function B(ϕ,ψ), ϕ,ψ ∈ S c, is a Hermitian bi-
linear functional in the spaceS c if for all fixed ψ ∈ S c B(ϕ,ψ) is a continuous
linear functional of the variableψ in the topology ofS c, and for all fixedϕ ∈ S c

B(ϕ,ψ) is a continuous linear functional of the variableψ in the topology ofS c.
A Hermitian bilinear functional B(ϕ,ψ) in S c is translation invariant if it does

not change by a simultaneous shift of its variablesϕ andψ, i.e. if B(ϕ(x),ψ(x)) =
B(ϕ(x+h),ψ(x+h)) for all h ∈ Rν .

Definition of positive definite Hermitian bilinear function als.We say that a Her-
mitian bilinear functional B(ϕ,ψ) in S c is positive definite if B(ϕ,ϕ) ≥ 0 for all
ϕ ∈ S c.

The next result characterizes the Hermitian bilinear and translation invariant Her-
mitian bilinear functionals inS c.

Theorem 3D. All Hermitian bilinear functionals B(ϕ,ψ) in S c can be given in
the form B(ϕ,ψ) = (F1,ϕ(x)ψ(y)), ϕ,ψ ∈ S c, where F1 is a continuous linear
functional onS c×S c, i.e. it is a generalized function inS2ν

′.
A translation invariant Hermitian bilinear functional inS c can be given in the

form B(ϕ,ψ) = (F,ϕ ∗ψ∗), ϕ,ψ ∈ S c, where F∈ S , ψ∗(x) = ψ(−x), and ∗
denotes convolution.

The Hermitian bilinear form B(ϕ,ψ) determines the generalized functions F1

uniquely, and if it is translation invariant, then the same can be told about the gen-
eralized function F. Besides, for all functionals F1 ∈ S 2ν ′ and F∈ S ′ the above
formulas define a Hermitian bilinear functional and a translation invariant Hermi-
tian bilinear functional inS c respectively.

Let us consider a Gaussian generalized random fieldX(ϕ), ϕ ∈ S , with expec-
tation zero together with its correlation functionB(ϕ,ψ) = EXϕ)X(ψ), ϕ,ψ ∈S .
More precisely, let us consider the complexificationX(ϕ1 + iϕ2) = X(ϕ1)+ iX(ϕ2)
of this random field and its correlation functionB(ϕ,ψ) = EX(ϕ)X(ψ), ϕ,ψ ∈S c.
This correlation functionB(ϕ,ψ) is a translation invariant Hermitian bilinear func-
tional in S c, hence it can be written in the formB(ϕ,ψ) = (F,ϕ ∗ψ∗) with an
appropriateF ∈ S ′. Moreover,B(ϕ,ϕ) ≥ 0 for all ϕ ∈ S c, and this means that the
generalized functionF ∈ S ′ corresponding toB(ϕ,ψ) is positive definite. Hence
the Bochner–Schwartz theorem can be applied for it, and it yields that
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EX(ϕ)X(ψ) =
∫

ϕ̃ ∗ψ∗(x)G(dx) =
∫

ϕ̃(x) ¯̃ψ(x)G(dx) for all ϕ, ψ ∈ S
c

with a uniquely determined, polynomially increasing measure G on Rν . Now we
prove with the help of these results Theorem 3B.

Proof of Theorem 3B.We have already proved relations (3.2) and (3.3) with the help
of some results about generalized functions. To complete the proof of Theorem 3B
we still have to show thatG is an even measure. In the proof of this statement we
exploit that for a real valued functionϕ ∈ S the random variableX(ϕ) is also real
valued. Hence ifϕ,ψ ∈ S , thenEX(ϕ)X(ψ) = EX(ϕ)X(ψ). Besides,ϕ̃(−x) =
¯̃ϕ(x) andψ̃(−x) = ¯̃ψ(x) in this case. Hence

∫
ϕ̃(x) ¯̃ψ(x)G(dx) =

∫
¯̃ϕ(x)ψ̃(x)G(dx)

=
∫

ϕ̃(−x) ¯̃ψ(−x)G(dx) =
∫

ϕ̃(x) ¯̃ψ(x)G−(dx)

for all ϕ,ψ ∈ S , whereG−(A) = G(−A) for all A∈ Bν . This relation implies that
the measuresG andG− agree. The proof of Theorem 3B is completed. ⊓⊔





Chapter 4
Multiple Wiener–It ô integrals

In this chapter we define the so-called multiple Wiener–Itô integrals, and we prove
their most important properties with the help of Itô’s formula, whose proof is post-
poned to the next chapter. More precisely, we discuss in thischapter a modified
version of the Wiener–Itô integrals with respect to a random spectral measure rather
than with respect to a random measure with independent increments. This modi-
fication makes it necessary to slightly change the definitionof the integral. This
modified Wiener–It̂o integral seems to be a more useful tool than the original oneor
the Wick polynomials, because it enables us to describe the action of shift transfor-
mations.

Let G be the spectral measure of a stationary Gaussian field (discrete or gener-
alized one). We define the followingreal Hilbert spacesH̄ n

G andH n
G , n = 1,2, . . . .

We havefn ∈ H̄ n
G if and only if fn = fn(x1, . . . ,xn), x j ∈ Rν , j = 1,2, . . . ,n, is a

complex valued function ofn variables, and

(a) fn(−x1, . . . ,−xn) = fn(x1, . . . ,xn),
(b) ‖ fn‖2 =

∫ | fn(x1, . . . ,xn)|2G(dx1) . . .G(dxn) < ∞.

Relation (b) also defines the norm in̄H n
G . The subspaceH n

G ⊂ H̄ n
G contains

those functionsfn ∈ H̄ n
G which are invariant under permutations of their arguments,

i.e.

(c) fn(xπ(1), . . . ,xπ(n))) = fn(x1, . . . ,xn) for all π ∈ Πn, whereΠn denotes the
group of all permutations of the set{1,2, . . . ,n}.

The norm inH n
G is defined in the same way as in̄H n

G . Moreover, the scalar
product is also similarly defined, namely iff , g∈ H̄ n

G , then

( f ,g) =
∫

f (x1, . . . ,xn)g(x1, . . . ,xn)G(dx1) . . .G(dxn)

=
∫

f (x1, . . . ,xn)g(−x1, . . . ,−xn)G(dx1) . . .G(dxn).

27
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Because of the symmetryG(A) = G(−A) of the spectral measure( f ,g) = ( f ,g),
i.e. the scalar product( f ,g) is a real number for allf , g ∈ H̄ n

G . This means that
H̄ n

G is a real Hilbert space. We also defineH 0
G = H̄ 0

G as the space of real constants
with the norm‖c‖ = |c|. We remark thatH̄ n

G is actually then-fold direct product
of H 1

G , while H n
G is then-fold symmetrical direct product ofH 1

G . Condition (a)
means heuristically thatfn is the Fourier transform of a real valued function.

Finally we define the so-called Fock space ExpHG whose elements are se-
quences of functionsf = ( f0, f1, . . .), fn ∈ H n

G for all n = 0,1,2, . . . , such that

‖ f‖2 =
∞

∑
n=0

1
n!
‖ fn‖2 < ∞.

Given a functionf ∈ H̄ n
G we define Symf as

Sym f (x1, . . . ,xn) =
1
n! ∑

π∈Πn

f (xπ(1), . . . ,xπ(n)).

Clearly, Symf ∈ H n
G , and

‖Sym f‖ ≤ ‖ f‖. (4.1)

Let ZG be a Gaussian random spectral measure corresponding to the spectral
measureG on a probability space(Ω ,A ,P). We shall define then-fold Wiener–It̂o
integrals

IG( fn) =
1
n!

∫
fn(x1, . . . ,xn)ZG(dx1) . . .ZG(dxn) for fn ∈ H̄

n
G

and

IG( f ) =
∞

∑
n=0

IG( fn) for f = ( f0, f1, . . .) ∈ ExpHG.

We shall see thatIG( fn) = IG(Sym fn) for all fn ∈ H̄ n
G . Therefore, it would have

been sufficient to define the Wiener–Itô integral only for functions inH n
G . Nev-

ertheless, some arguments become simpler if we work inH̄ n
G . In the definition of

Wiener–It̂o integrals first we restrict ourselves to the case when the spectral measure
is non-atomic, i.e.G({x}) = 0 for all x∈ Rν . This condition is satisfied in all inter-
esting cases. However, we shall later show how one can get ridof this restriction.

First we introduce the notion of regular systems for some collections of subsets
of Rν , define a subclasŝ̄H n

G ⊂ H̄ n
G of simple functions with their help, and define

the Wiener–It̂o integrals for the functions of this subclass.

Definition of regular systems and the class of simple functions.Let

D = {∆ j , j = ±1,±2, . . . ,±N}

be a finite collection of bounded, measurable sets in Rν indexed by the integers
±1, . . . ,±N. We say thatD is a regular system if∆ j = −∆− j , and ∆ j ∩∆l = /0 if
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j 6= l for all j , l = ±1,±2, . . . ,±N. A function f∈ H̄ n
G is adapted to this system

D if f (x1, . . . ,xn) is constant on the sets∆ j1 ×∆ j2 × ·· · ×∆ jn, jl = ±1, . . . ,±N,
l = 1,2, . . . ,n, it vanishes outside these sets and also on the sets for which jl = ± j l ′
for some l6= l ′.

A function f∈ H̄ n
G is in the class ˆ̄

H n
G of simple functions, and a (symmetric)

function f∈ H n
G is in the classĤ n

G of simple symmetric functions if it is adapted
to some regular systemD = {∆ j , j = ±1, . . . ,±N}.

Definition of Wiener–It ô integral of simple functions.Let a simple function f∈
ˆ̄

H n
G be adapted to some regular systemsD = {∆ j , j ±1, . . . ,±N}. Its Wiener–It̂o

integral with respect to the random spectral measure ZG is defined as
∫

f (x1, . . . ,xn)ZG(dx1) . . .ZG(dxn) (4.2)

= n!IG( f ) = ∑
j l =±1,...,±N

l=1,2,...,n

f (x j1, . . . ,x jn)ZG(∆ j1) · · ·ZG(∆ jn),

where xj l ∈ ∆ j l , jl = ±1, . . . ,±N, l = 1, . . . ,n.

We remark that although the regular systemD to which f is adapted, is not
uniquely determined (the elements ofD can be divided to smaller sets), the in-
tegral defined in (4.2) is meaningful, i.e. it does not dependon the choice ofD .
This can be seen by observing that a refinement of a regular system D to which
the function f is adapted yields the same value for the sum definingn!IG( f ) in
formula (4.2) as the original one. This follows from the additivity of the random
spectral measureZG formulated in its property (iv), since this implies that each
term f (x j1, . . . ,x jn)ZG(∆ j1) · · ·ZG(∆ jn) in the sum at the right-hand side of for-
mula (4.2) corresponding to the original regular system equals the sum of all such
termsf (x j1, . . . ,x jn)ZG(∆ ′

j ′1
) · · ·ZG(∆ ′

j ′n
) in the sum corresponding to the refined par-

tition for which ∆ ′
j ′1
×·· ·×∆ ′

j ′n
⊂ ∆ j1 ×·· ·×∆ jn.

By property (vii) of the random spectral measures all products

ZG(∆ j1) · · ·ZG(∆ jn)

with non-zero coefficient in (4.2) are products of independent random variables.
We had this property in mind when requiring the condition that the functionf van-
ishes on a product∆ j1 × ·· · ×∆ jn if j l = ± j l ′ for somel 6= l ′. This condition is
interpreted in the literature as discarding the hyperplanes xl = xl ′ and xl = −xl ′ ,
l , l ′ = 1,2, . . . ,n, l 6= l ′, from the domain of integration. (Let us observe that in this
case, — unlike to the definition of the original Wiener–Itô integrals discussed in
Chapter 7, — we omitted also the hyperplanesxl = −xl ′ and not only the hyper-
planesxl = xl . l 6= l ′, from the domain of integration.) Property (a) of the functions
in H̄ n

G and property (v) of the random spectral measures imply thatIG( f ) = IG( f ),

i.e. IG( f ) is a real valued random variable for allf ∈ ˆ̄
H n

G . The relation
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EIG( f ) = 0, for f ∈ ˆ̄
H

n
G , n = 1,2, . . . (4.3)

also holds. LetĤ n
G = H n

G ∩ ˆ̄
H n

G . If f ∈ ˆ̄
H n

G , then Symf ∈ Ĥ n
G , and

IG( f ) = IG(Sym f ). (4.4)

Relation (4.4) follows immediately from the observation thatZG(∆ j1) · · ·ZG(∆ jn) =
ZG(∆π( j1)) · · ·ZG(∆π( jn)) for all π ∈ Πn. We also claim that

EIG( f )2 ≤ 1
n!
‖ f‖2 for f ∈ ˆ̄

H
n

G , (4.5)

and

EIG( f )2 =
1
n!
‖ f‖2 for f ∈ Ĥ

n
G . (4.6)

Because of (4.1) and (4.4) it is enough to check (4.6).
Let D be a regular system of sets inRν , j1, . . . , jn andk1, . . . ,kn be indices such

that j l 6= ± j l ′ , kl 6= ±kl ′ if l 6= l ′. Then

EZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆kn)

=

{
G(∆ j1) · · ·G(∆ jn) if { j1, . . . , jn} = {k1, . . . ,kn},
0 otherwise.

To see the last relation one has to observe that the product onthe left-hand
side can be written as a product of independent random variables because of prop-
erty (vii) of the random spectral measures. If{ j1, . . . , jn} 6= {k1, . . . ,kn}, then there
is an indexl such that eitherj l 6= ±kl ′ for all 1 ≤ l ′ ≤ n, or there exists an index
l ′, 1≤ l ′ ≤ n, such thatj l = −kl ′ . In the first caseZG(∆ j l ) is independent of the
remaining coordinates of the vector(ZG(∆ j1), . . . ,ZG(∆ jn),ZG(∆k1), . . . ,ZG(∆kn)),
andEZG(∆ j l ) = 0. Hence the expectation of the investigated product equalszero,
as we claimed. Ifj l = −kl ′ with some indexl ′, then a different argument is needed,
sinceZG(∆ j l ) andZG(−∆ j l ) are not independent. In this case we can state that since
jp 6=± j l if p 6= l , andkq 6=± j l if q 6= l ′, the vector(ZG(∆ j l ),ZG(−∆ j l )) is indepen-
dent of the remaining coordinates of the above random vector. On the other hand,
the productZG(∆ j l )ZG(−∆ j l ) has zero expectation, sinceEZG(∆ j l )ZG(−∆ j l ) =
G(∆ j l ∩ (−∆ j l )) = 0 by property (iii) of the random spectral measures and the rela-
tion ∆ j l ∩ (−∆ j l ) = /0. Hence the expectation of the considered product equals zero
also in this case. If{ j1, . . . , jn} = {k1, . . . ,kn}, then

EZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆kn) =
n

∏
l=1

EZG(∆ j l )ZG(∆ j l ) =
n

∏
l=1

G(∆ j l ).

Therefore for a functionf ∈ Ĥ n
G
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EIG( f )2 =

(
1
n

)2

∑∑ f (x j1, . . . ,x jn) f (xk1, . . . ,xkn)

EZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆kn)

=

(
1
n!

)2

∑ | f (x j1, . . . ,x jn)|2G(∆ j1) · · ·G(∆ jn) ·n!

=
1
n!

∫
| f (x1, . . . ,xn)|2G(dx1) · · ·G(dxn) =

1
n!
‖ f‖2.

We claim that Wiener–It̂o integrals of different order are uncorrelated. More ex-
plicitly, take two functionsf ∈ ˆ̄

H n
G and f ′ ∈ ˆ̄

H n′
G such thatn 6= n′. Then we have

EIG( f )IG( f ′) = 0 if f ∈ ˆ̄
H

n
G , f ′ ∈ ˆ̄

H
n′

G , and n 6= n′. (4.7)

To see this relation observe that a regular systemD can be chosen is such a way that
both f and f ′ are adapted to it. Then a similar, but simpler argument as theprevious
one shows that

EZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆kn′ ) = 0

for all sets of indices{ j1, . . . , jn} and{k1, . . . ,kn′} if n 6= n′, hence the sum express-
ing EIG( f )IG( f ′) in this case equals zero.

We extend the definition of Wiener–Itô integrals to a more general class of ker-
nel functions with the help of the following Lemma 4.1. This is a simple result,
but unfortunately it contains several small technical details which make its reading
unpleasant.

Lemma 4.1.The class of simple functionŝ̄H n
G is dense in the (real) Hilbert space

H̄ n
G , and the class of symmetric simple function̂H n

G is dense in the (real) Hilbert
spaceH n

G .

Proof of Lemma 4.1.It is enough to show that̂̄H n
G is dense in the Hilbert spacēH n

G ,
since the second statement of the lemma follows from it by a standard symmetriza-
tion procedure.

First we reduce the result of Lemma 4.1 to aStatement Aand then to aState-
ment B. Finally we proveStatement B. In Statement Awe claim that the indicator
functionχA of a bounded setA∈ Bnν such thatA = −A can be well approximated

by a function of the formg = χB ∈ ˆ̄
H n

G , whereχB is the indicator function of an
appropriate setB. Actually we formulateStatement Ain a more complicated form,
because only in such a way can we reduce the statement about the good approx-
imability of a general, possibly complex valued functionf ∈ H̄ n

G by a function in

g∈ ˆ̄
H n

G to Statement A.

Statement A.Let A ∈ Bnν be a bounded, symmetric set, i.e. letA = −A. Then for
anyε > 0 there is a functiong∈ ˆ̄

H n
G such thatg = χB with some setB∈ Bnν , i.e.

g is the indicator function of a setB, such that the inequality‖g− χA‖ < ε holds
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with the norm of the spaceH̄ n
G . (HereχA denotes the indicator function of the setA,

and we haveχA ∈ H̄ n
G .)

If the setA can be written in the formA= A1∪(−A1) with such a setA1 for which
the setsA1 and−A1 have a positive distance from each other, i.e.ρ(A1,−A1) =

inf
x∈A1,y∈−A1

ρ(x,y) > δ , with someδ > 0, whereρ denotes the Euclidean distance

in Rnν , then a good approximation ofχA can be given with such a functiong =

χB∪(−B) ∈ ˆ̄
H n

G for which the setsB and−B are separated from each other. More

explicitly, for all ε > 0 there is a setB∈ Bnν such thatB⊂ Aδ/2
1 = {x: ρ(x,A1) ≤

δ
2}, g = χB∪(−B) ∈ ˆ̄

H n
G , andGn(A1 ∆ B) < ε

2 . HereA∆B denotes the symmetric
difference of the setsA andB, andGn is then-fold direct product of the spectral
measureG on the spaceRnν . (The above properties of the setB imply that the
functiong = χB∪(−B) ∈ ˆ̄

H n
G satisfies the relation‖g−χA‖ < ε.)

To justify the reduction of Lemma 4.1 toStatement Alet us observe that if two
functions f1 ∈ H̄ n

G and f2 ∈ H̄ n
G can be arbitrarily well approximated by functions

from ˆ̄
H n

G in the norm of this space, then the same relation holds for anylinear
combinationc1 f1 +c2 f2 with real coefficientsc1 andc2. (If the functionsfi are ap-
proximated by some functionsgi ∈ ˆ̄

H n
G , i = 1,2, then we may assume, by applying

some refinement of the partitions if it is necessary, that theapproximating func-
tionsg1 andg2 are adapted to the same regular partition.) Hence the proof about the
arbitrarily good approximability of a functionf ∈ H̄ n

G by functionsg ∈ ˆ̄
H n

G can
be reduced to the proof about the arbitrarily good approximability of its real part
Re f ∈ H̄ n

G and its imaginary part Imf ∈ H̄ n
G . Moreover, since the real part and

imaginary part of the functionf can be arbitrarily well approximated by such real
or imaginary valued functions from the spacēH n

G which take only finitely many
values, the desired approximation result can be reduced to the case whenf is the
indicator function of a setA ∈ Bnν such thatA = −A (if f is real valued), or it
takes three values, the valuei on a setA1 ∈ Bnν , the value−i on the set−A1, and
it equals zero onRnν \ (A1∪ (−A1)) (if f is purely imaginary valued). Besides, the
inequalitiesGn(A) < ∞ andGn(A1) < ∞ hold. We may even assume thatA andA1

are bounded sets, becauseGn(A) = lim
K→∞

Gn(A∩ [−K,K]nν), and the same argument

applies forA1.
Statement Aimmediately implies the desired approximation result in the first case

when f is the indicator function of a setA such thatA = −A. In the second case,
when such a functionf is considered that takes the values±i and zero, observe that
the setsA1 = {x: f (x) = i} and−A1 = {x: f (x) = −i} are disjoint. Moreover, we
may assume that they have positive distance from each other,because there are such
compact setsKN ⊂ A1, N = 1,2, . . . , for which lim

N→∞
Gn(A\ (KN ∪ (−KN)) = 0, and

the two disjoint compact setsKN and−KN have positive distance. This enables us
to restrict our attention to the approximation of such functions f for which A1 =
{x: f (x) = i} = KN and−A1 = {x: f (x) = −i} = −KN with one of the above
defined setsKN with a sufficiently large indexN. To get a good approximation in
this case, takeA1 = KN and apply the second part ofStatement Afor the indicator
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functionχA = χKN∪(−KN) with the choiceA1 = KN. We get that there exists a function

g = χB∪(−B) ∈ ˆ̄
H n

G such thatB⊂ Aδ/2
1 with a numberδ > 0 for which the relation

ρ(KN,−KN) > δ holds, andGn(A1 ∆ B) < ε
2 . Then we define with the help of the

above setB the function ¯g∈ ˆ̄
H n

G asḡ(x) = i if x∈B, ḡ(x) =−i if x∈−B andḡ(x) =
0 otherwise. The definition of the function ¯g(·) is meaningful, sinceB∩ (−B) = /0,
and it yields a sufficiently good approximation of the function f (·).

In the next step we reduce the proof ofStatement Ato the proof of a result called
Statement B. We show that to proveStatement Ait is enough to prove the good
approximability of some very special (and relatively simple) indicator functions
χB ∈ H̄ n

G by a functiong∈ ˆ̄
H n

G .

Statement B.Let B = D1×·· ·×Dn be the direct product of bounded setsD j ∈ Bν

such thatD j ∩ (−D j) = /0 for all 1≤ j ≤ n. Then for allε > 0 there is a setF ⊂
B∪ (−B), F ∈ Bnν such thatχF ∈ ˆ̄

H n
G , and‖χB∪(−B)−χF‖ ≤ ε, with the norm of

the spaceH̄ n
G .

To deduceStatement Afrom Statement Blet us first remark that we may reduce
our attention to such setsA in Statement Afor which all coordinates of the points in
the setAare separated from the origin. More explicitly, we may assume the existence

of a numberη > 0 with the propertyA∩K(η) = /0, whereK(η) =
n⋃

j=1
K j(η) with

K j(η) = {(x1, . . . ,xn) : xl ∈Rν , l = 1, . . . ,n, ρ(x j ,0)≤η}. To see our right to make
such a reduction observe that the relationG({0}) = 0 implies that lim

η→0
Gn(K(η)) =

0, hence lim
η→0

Gn(A\K(η)) = Gn(A). At this point we exploited a weakened form of

the non-atomic property of the spectral measureG, namely the relationG({0}) = 0.

First we formulate a result which we prove somewhat later, and show that the
proof of Statement Acan be reduced to that ofStatement Bwith its help. We
claim that for all numbersε > 0, δ̄ > 0 and bounded setsA ∈ Bnν such that
A = −A, andA∪K(η) = /0 there is a finite sequence of bounded setsB j ∈ Bnν ,
j =±1, . . . ,±N, with the following properties. The setsB j are disjoint,B− j =−B j ,

j = ±1, . . . ,±N, each setB j can be written in the formB j = D( j)
1 ×·· ·×D( j)

n with

D( j)
k ∈ Bν , andD(− j)

k ∩ (−D( j)
k ) = /0 for all 1≤ j ≤ N and 1≤ k ≤ n, the diame-

ter d(B j) = sup{ρ(x,y) : x,y∈ B j} of the setsB j has the boundd(B j) ≤ δ̄ for all

1≤ j ≤ N, and finally the setB=
N⋃

j=1
(B j ∪B− j) satisfies the relationGn(A∆B)≤ ε.

Indeed, since we can chooseε > 0 arbitrarily small, the above result together with
the application ofStatement Bfor all functionsχB j ,∪(−B j ), 1≤ j ≤ N, supplies an

arbitrarily good approximation of the functionχA by a function of the form
N
∑
j=1

χFj ∈

ˆ̄
H n

G in the norm of the spaceH̄ n
G . Moreover, the random variable

N
∑
j=1

χFj ∈ ˆ̄
H n

G
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agrees with the indicator function of the set
N⋃

j=1
Fj , since the setsB j , j =±1, . . . ,±N,

are disjoint, andFj ⊂ B j ∪B− j .
If the setA can be written in the formA= A1∪ (−A1) such thatρ(A1,−A1) > δ ,

then we can make the same construction with the only modification that this time
we demand that the setsB j satisfy the relationd(B j) ≤ δ̄ with someδ̄ < δ

2 for all
1≤ j ≤ N. We may assume thatA∩ (B j ∪B− j) 6= /0 for all indices j, since we can
omit those setsB j ∪B− j which do not have this property. Sinced(B j) < δ

2 , a setB j

cannot intersect bothA1 and−A1. By an appropriate indexation of the setsB j we

haveB j ⊂Aδ/2
1 andB− j ⊂ (−A1)

δ/2 for all 1≤ j ≤N. Then the setB=
N⋃

j=1
(B j ∩Fj)

and the functiong = χB∪(−B) satisfy the second part ofStatement A.
To find a sequenceB j , j = ±1, . . . ,±N, for a setA such thatA = −A, andA∪

K(η) = /0 with the properties needed in the above argument observe that there is

a sequence of finitely many bounded setsB j of the form B j = D( j)
1 × ·· · ×D( j)

n ,

D( j)
l ∈ Bν , whose unionB =

⋃
B j satisfies the relationGn(A∆ B) < ε

2 . Because of
the symmetry propertyA = −A of the setA we may assume that these setsB j have
such an indexation with both positive and negative integersfor which B j = −B− j .
We may also demand thatB j ∩A 6= /0 for all setsB j . Besides, we may assume, by

dividing the setsD( j)
l appearing in the definition of the setsB j into smaller sets if

this is needed that their diameterd(D( j)
l ) < max(η

2 , δ̄
n ). This implies because of the

relationA∩K(η) = /0 thatD( j)
l ∩ (−D( j)

l ) = /0 for all j and 1≤ l ≤ n. The above
constructed setsB j may be not disjoint, but with the help of their appropriate further
splitting and a proper indexation of the sets obtained in such a way we get such a
partition of the setB which satisfies all conditions we demanded. For the sake of
completeness we present a partition of the setB with the properties we need.

Let us first take the following partition ofRν for all 1 ≤ l ≤ n with the help of

the setsD( j)
l , 1≤ j ≤ N. For a fixed numberl this partition consists of all sets̄D(l)

r

of the formD̄(l)
r =

⋂
1≤ j≤N

F r( j)
l , j , where the indicesr are sequences(r(1), . . . , r(N))

of lengthN with r( j) = 1,2 or 3, 1≤ j ≤ N, andF(1)
l , j = D( j)

l , F(2)
l , j = −D( j)

l , F(3)
l , j =

Rν \ (D( j)
l ∪ (−D( j)

l )). ThenB can be represented as the union of those sets of the

form D̄(1)
r1 ×·· ·× D̄(n)

rn which are contained inB.

Proof of statement B.To prove this result we show that for all̄ε > 0 there is a
regular systemD = {∆l , l =±1, . . . ,±N} such that all setsD j and−D j , 1≤ j ≤ n,
appearing in the formulation ofStatement Bcan be expressed as the union of some
elements∆l of D , andG(∆l ) ≤ ε̄ for all ∆l ∈ D .

First we prove a weakened version of this statement. We show that there is a
regular systemD̄ = {∆ ′

l , l = ±1, . . . ,±N′} such that all setsD j and−D j can be
expressed as the union of some sets∆ ′

l of D̄ . But we have no control on the mea-
sureG(∆ ′

l ) of the elements of this regular system. To get such a regular system
we define the sets∆ ′(εs, 1≤ |s| ≤ n) = Dε1

1 ∩ (−D1)
ε−1 ∩ ·· · ∩Dεn

n ∩ (−Dn)
ε−n for
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all vectors(εs, 1 ≤ |s| ≤ n) such thatεs = ±1 for all 1≤ |s| ≤ n, and the vector
(εs, 1 ≤ |s| ≤ n) contains at least one coordinate+1, andD1 = D, D−1 = Rν \D
for all setsD ∈ Bν . Then taking an appropriate reindexation of the sets∆ ′(εs, 1≤
|s| ≤ n) we get a regular system̄D with the desired properties. (In this construc-
tion the sets∆ ′(εs, 1≤ |s| ≤ n) are disjoint, and during their reindexation we drop
those of them which equal the empty set.) To see thatD̄ with a good indexation
is a regular system observe that for a set∆ ′

l = ∆ ′(εs, 1 ≤ |s| ≤ n) ∈ D̄ we have
−∆ ′

l = ∆ ′(ε−s, 1 ≤ |s| ≤ n) ∈ D̄ , and ∆ ′
l ∩ (−∆ ′

l ) ⊂ D j ∩ (−D j) = /0 with some
index 1≤ j ≤ n. (We had to exclude the possibility∆l = −∆l .)

Next we show that by appropriately refining the above regularsystemD̄ we can
get such a regular systemD = {∆l , l = ±1, . . . ,±N} which satisfies also the prop-
erty G(∆l ) ≤ ε̄ for all ∆l ∈ D . To show this let us observe that there is a finite

partition{E1, . . . ,El} of
n⋃

j=1
(D j ∪ (−D j)) such thatG(E j) ≤ ε̄ for all 1≤ j ≤ l . In-

deed, the closure ofD =
n⋃

j=1
(D j ∪(−D j)) can be covered by open setsHi ⊂Rν such

thatG(Hi) ≤ ε̄ for all setsHi because of the non-atomic property of the measureG,
and by the Heyne–Borel theorem this covering can be chosen finite. With the help of

these setsHi we can get a partition{E1, . . . ,El} of
n⋃

j=1
(D j ∪(−D j)) with the desired

properties.
Then we can make the following construction with the help of the above setsE j

and∆ ′
l . Take a pair of elements(∆ ′

l ,∆
′
−l ) = (∆ ′

l ,−∆ ′
l ), of D̄ , and split up the set∆ ′

l
with the help of the setsE j to the union of finitely many disjoint sets of the form
∆l , j = ∆ ′

l ∩E j . ThenG(∆l , j) < ε̄ for all sets∆l , j , and we can write the set∆ ′
−l as the

union of the disjoint sets−∆l , j . By applying this procedure for all pairs(∆ ′
l ,∆

′
−l )

and by reindexing the sets∆l , j obtained by this procedure in an appropriate way we
get a regular systemD with the desired properties.

Let us writeB∪ (−B) as the union of products of sets of the form∆l1 ×·· ·×∆ln
with sets∆l j ∈ D , 1≤ j ≤ n, and let us discard those products for whichl j = ±l j ′

for some pair( j, j ′), j 6= j ′. We define the setF about which we claim that it satis-

fies Property B as the union of the remaining sets∆l1 ×·· ·×∆ln. ThenχF ∈ ˆ̄
H n

G .
Hence to prove thatStatement Bholds with this setF if ε̄ > 0 is chosen sufficiently
small it is enough to show that the sum of the termsG(∆l1) · · ·G(∆ln) for which
l j = ±l j ′ with somej 6= j ′ is less thann2ε̄Mn−1, whereM = maxG(D j ∪ (−D j)) =
2maxG(D j). To see this observe that for a fixed pair( j, j ′), j 6= j ′, the sum of all
productsG(∆l1) · · ·G(∆ln) such thatl j = l j ′ can be bounded bȳεMn−1, and the same
estimate holds if summation is taken for products with the property l j = −l j ′ . In-

deed, each term of this sum can be bounded byε̄Gn−1

(
∏

1≤p≤n, p6= j
∆lp

)
, and the

events whoseGn−1 measure is considered in the investigated sum are disjoint.Be-
side this their union is in the product set ∏

1≤p≤n, p6= j
(Dp∪D−p), whose measure is

bounded byMn−1. Lemma 4.1 is proved ⊓⊔
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As the transformationIG( f ) is a contraction from ˆ̄
H n

G into L2(G,A ,P), it can

uniquely be extended to the closure ofˆ̄
H n

G , i.e. toH̄ n
G . We define then-fold Wiener–

Itô integral in the general case via this extension. The expressionIG( f ) is a real val-
ued random variable for allf ∈ H̄ n

G , and relations (4.3), (4.4), (4.5), (4.6) and (4.7)

remain valid for f , f ′ ∈ H̄ n
G or f ∈ H n

G instead off , f ′ ∈ ˆ̄
H n

G of f ∈ Ĥ n
G . Rela-

tions (4.6) and (4.7) imply that the transformationIG : ExpHG → L2(Ω ,A ,P) is
an isometry. We shall show that also the following result holds.

Theorem 4.2.Let a stationary Gaussian random field be given (discrete or gen-
eralized one), and let ZG denote the random spectral measure adapted to it. If we
integrate with respect to this ZG, then the transformation IG : ExpHG → H is
unitary. The transformation(n!)1/2IG : H n

G → Hn is also unitary.

In the proof of Theorem 4.2 we need an identity whose proof is postponed to the
next chapter.

Theorem 4.3. (Itô’s formula.) Let ϕ1, . . . ,ϕm, ϕ j ∈ H 1
G , 1 ≤ j ≤ m, be an

orthonormal system in L2G. Let some positive integers j1, . . . , jm be given, and
let j1 + · · ·+ jm = N. Define for all i= 1, . . . ,N the function gi as gi = ϕs for
j1 + · · ·+ js−1 < i ≤ j1 + · · ·+ js, 1≤ s≤ m. (In particular, gi = ϕ1 for 0 < i ≤ j1.)
Then

H j1

(∫
ϕ1(x)ZG(dx)

)
· · ·H jm

(∫
ϕm(x)ZG(dx)

)

=
∫

g1(x1) · · ·gN(xN)ZG(dx1) · · ·ZG(dxN)

=
∫

Sym[g1(x1) · · ·gN(xN)]ZG(dx1) · · ·ZG(dxN)

(H j(x) denotes again the j-th Hermite polynomial with leading coefficient 1.)

Proof of Theorem 4.2.We have already seen thatIG is an isometry. So it remains to
show that it is a one to one map from ExpHG to H and fromH n

G to Hn.
The one-fold integralIG( f ), f ∈ H 1

G , agrees with the stochastic integralI( f )
defined in Chapter 3. HenceIG(ei(n,x)) = X(n) in the discrete field case, and
IG(ϕ̃) = X(ϕ), ϕ ∈ S , in the generalized field case. HenceIG : H 1

G → H1 is
a unitary transformation. Letϕ1,ϕ2, . . . be a complete orthonormal basis inH 1

G .
Then ξ j =

∫
ϕ j(x)ZG(dx), j = 1,2, . . . , is a complete orthonormal basis inH 1

G .
Itô’s formula implies that for all sets of positive integers( j1, . . . , jm) the random
variableH j1(ξ1) · · ·H jm(ξm) can be written as aj1 + · · ·+ jm-fold Wiener–It̂o inte-
gral. Therefore Theorem 2.1 implies that the image of ExpHG is the whole space
H , andIG : ExpHG is unitary.

The image ofH n
G containsHn, because of Corollary 2.4 and Itó’s formula. Since

these images are orthogonal for differentn, formula (2.1) implies that the image of
H n

G coincides withHn. Hence(n!)1/2IG : H n
G → Hn is a unitary transformation.

⊓⊔
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The next result describes the action of shift transformations inH . We know by
Theorem 4.2 that allη ∈ H can be written in the form

η = f0 +
∞

∑
n=1

1
n!

∫
fn(x1, . . . ,xn)ZG(dx1) . . .ZG(dxn) (4.8)

with f = ( f0, f1, . . .) ∈ ExpHG in a unique way, whereZG is the random measure
adapted to the stationary Gaussian field.

Theorem 4.4.Let η ∈ H have the form (4.8). Then

Ttη = f0 +
∞

∑
n=1

1
n!

∫
ei(t,x1+···+xn) fn(x1, . . . ,xn)ZG(dx1) . . .ZG(dxn)

for all t ∈ Rν in the generalized field and for all t∈ Zν in the discrete field case.

Proof of Theorem 4.4.Because of formulas (3.7) and (3.8) and the definition of the
shift operatorTt we have

Tt

(∫
ei(n,x)ZG(dx)

)
= TtXn = Xn+t =

∫
ei(t,x)ei(n,x)ZG(dx), t ∈ Zν ,

and because of the identitỹTtϕ(x) =
∫

e(i(u,x)ϕ(u− t)du= ei(t,x)ϕ̃(x) for ϕ ∈ S

Tt

(∫
ϕ̃(x)ZG(dx)

)
= TtX(ϕ) = X(Ttϕ)

=
∫

ei(t,x)ϕ̃(x)ZG(dx), ϕ ∈ S , t ∈ Rν ,

in the discrete and generalized field cases respectively. Hence

Tt

(∫
f (x)ZG(dx)

)
=
∫

ei(t,x) f (x)ZG(dx) if f ∈ H
1

G

for all t ∈Zν in the discrete field and for allt ∈Rν in the generalized field case. This
means that Theorem 4.4 holds in the special case whenη is a one-fold Wiener–It̂o
integral. Let f1(x), . . . , fm(x) be an orthogonal system inH 1

G . The set of functions
ei(t,x) f1(x), . . . ,ei(t,x) fm(x) is also an orthogonal system inH 1

G . (t ∈ Zν in the dis-
crete andt ∈ Rν in the generalized field case.) Hence Itô’s formula implies that
Theorem 4.4 also holds for random variables of the form

η = H j1

(∫
f1(x)ZG(dx)

)
· · ·H jm

(∫
fm(x)ZG(dx)

)

and for their finite linear combinations. Since these linearcombinations are dense
in H Theorem 4.4 holds true. ⊓⊔

The next result is a formula for the change of variables in Wiener–It̂o integrals.
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Theorem 4.5.Let G and G′ be two non-atomic spectral measures such that G is
absolutely continuous with respect to G′, and let g(x) be a complex valued function
such that

g(x) = g(−x),

|g2(x)| =
dG(x)
dG′(x)

.

For every f= ( f0, f1, . . .) ∈ ExpHG, we define

f ′n(x1, . . . ,xn) = fn(x1, . . . ,xn)g(x1) · · ·g(xn), n = 1,2, . . . , f ′0 = f0.

Then f′ = ( f ′0, f ′1, . . .) ∈ ExpH n
G′ , and

f0 +
∞

∑
n=1

∫
1
n!

fn(x1, . . . ,xn)ZG(dx1) . . .ZG(dxn)

∆
= f ′0 +

∞

∑
n=1

1
n!

∫
f ′n(x1, . . . ,xn)ZG′(dx1) . . .ZG′(dxn),

where ZG and ZG′ are Gaussian random spectral measures corresponding to G
and G′.

Proof of Theorem 4.5.We have‖ f ′n‖G′ = ‖ fn‖G, hencef ′ ∈ ExpHG′ . Let ϕ1,ϕ2, . . .
be a complete orthonormal system inH 1

G . Thenϕ ′
1,ϕ ′

2, . . . , ϕ ′
j(x) = ϕ j(x)g(x) for

all j = 1,2, . . . is a complete orthonormal system inH 1
G′ . All functions fn ∈ H n

G
can be written in the formf (x1, . . . ,xn) = ∑c j1,..., jnSym(ϕ j1(x1) · · ·ϕ jn(xn)). Then
f ′(x1, . . . ,xn) = ∑c j1,..., jnSym(ϕ ′

j1
(x1) · · ·ϕ ′

jn(xn)). Rewriting all terms

∫
Sym(ϕ j1(x1) · · ·ϕ jn(xn))ZG(dx1) . . .ZG(,dxn)

and ∫
Sym(ϕ ′

j1(x1) · · ·ϕ ′
jn(xn))ZG′(dx1) . . .ZG′(,dxn)

by means of It̂o’s formula we get thatf and f ′ depend on a sequence of independent
standard normal random variables in the same way. Theorem 4.5 is proved. ⊓⊔

For the sake of completeness I present in the next Lemma 4.6 another type of
change of variable result. I formulate it only in that simplecase in which we need it
in some later calculations.

Lemma 4.6.Define for all t> 0 the (multiplication) transformation Ttx = tx either
from Rν to Rν or from the torus[−π,π)ν to the torus[−tπ, tπ)ν . Given a spec-
tral measure G on Rν or on [−π,π)ν define the spectral measure Gt on Rν or on
[−tπ, tπ)ν by the formula Gt(A) = G(A

t ) for all measurable sets A, and similarly
define the function fk,t(x1, . . . ,xk) = fk(tx1, . . . , txk) for all measurable functions fk

of k variables, k= 1,2, . . . , with xj ∈ Rν or x j ∈ [−π,π)ν for all 1≤ j ≤ k, and put
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f0,t = f0. If f = ( f0, f1, . . .) ∈ ExpHG, then ft = ( f0,t , f1,t , . . .) ∈ ExpHGt , and

f0 +
∞

∑
n=1

∫
1
n!

fn(x1, . . . ,xn)ZG(dx1) . . .ZG(dxn)

∆
= f0,t +

∞

∑
n=1

1
n!

∫
fn,t(x1, . . . ,xn)ZGt (dx1) . . .ZGt (dxn),

where ZG and ZGt are Gaussian random spectral measures corresponding to G
and G′.

Proof of Lemma 4.6.It is easy to see thatft = ( f0,t , f1,t , . . .) ∈ ExpHGt . Moreover,
we may define the random spectral measureZGt in the identity we want to prove by
the formulaZGt (A) = ZG(A

t ). But with such a choice ofZGt we can write even=

instead of
∆
= in this formula. ⊓⊔

The next result shows a relation between Wick polynomials and Wiener–It̂o in-
tegrals.

Theorem 4.7.Let a stationary Gaussian field be given, and let ZG denote the ran-
dom spectral measure adapted to it. Let P(x1, . . . ,xm) = ∑c j1,..., jnx j1 · · ·x jn be a ho-
mogeneous polynomial of degree n, and let h1, . . . ,hm ∈ H 1

G . (Here j1, . . . , jn are n
indices such that1≤ j l ≤m for all 1≤ l ≤ n. It is possible that jl = j l ′ also if l 6= l ′.)
Define the random variablesξ j =

∫
h j(x)ZG(dx), j = 1,2, . . . ,m, and the function

P̃(u1, . . . ,un) = ∑c j1,..., jnh j1(u1) · · ·h jn(un). Then

: P(ξ1, . . . ,ξm): =
∫

P̃(u1, . . . ,un)ZG(du1) . . .ZG(dun).

Remark.If P is a polynomial of degreen, then it can be written asP= P1+P2, where
P1 is a homogeneous polynomial of degreen, andP2 is a polynomial of degree less
thann. Obviously,

: P(ξ1, . . . ,ξm): = : P1(ξ1, . . . ,ξm):

Proof of Theorem 4.7.It is enough to show that

: ξ j1 · · ·ξ jn: =
∫

h j1(u1) · · ·h jn(un)ZG(du1) . . .ZG(dun).

If h1, . . . ,hm ∈ H 1
G are orthonormal, (all functionshl have norm 1, and ifl 6= l ′,

thenhl andhl ′ are either orthogonal orhl = hl ′ ), then this relation follows from a
comparison of Corollary 2.3 with Itô’s formula. In the general case an orthonormal
systemh̄1, . . . , h̄m can be found such that

h j =
m

∑
k=1

c j,kh̄k, j = 1, . . . ,m

with some real constantsc j,k. Setηk =
∫

h̄ jZG(dx). Then
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: ξ j1 · · ·ξ jn: = :

(
m

∑
k=1

c j1,kηk

)
· · ·
(

m

∑
k=1

c jn,kηk

)
:

= ∑
k1,...,kn

c j1,k1 · · ·c jn,kn : ηk1 · · ·ηkn:

= ∑
k1,...,kn

c j1,k1 · · ·c jn,kn

∫
h̄k1(u1) · · · h̄kn(un)ZG(du1) . . .ZG(dun)

=
∫

h j1(u1) · · ·h jn(un)ZG(du1) . . .ZG(dun)

as we claimed. ⊓⊔
We finish this chapter by showing how the Wiener–Itô integral can be defined if

the spectral measureG may have atoms. We do this although such a construction
seems to have a limited importance as in most applications the restriction that we
apply the Wiener–It̂o integral only in the case of a non-atomic spectral measureG
causes no serious problem. If we try to give this definition bymodifying the original
one, then we have to split up the atoms. The simplest way we found for this splitting
up, was the use of randomization.

Let G be a spectral measure onRν , and letZG be a corresponding Gaussian spec-
tral random measure on a probability space(Ω ,A ,P). Let us define a new spectral
measureĜ = G×λ[− 1

2 , 1
2 ] on Rν+1, whereλ[− 1

2 , 1
2 ] denotes the uniform distribution

on the interval[−1
2, 1

2]. If the probability space(Ω ,A ,P) is sufficiently rich, a ran-
dom spectral measureZĜ corresponding toĜ can be defined on it in such a way
that ZĜ(A× [−1

2, 1
2]) = ZG(A) for all A ∈ Bν . For f ∈ H̄ n

G we define the func-
tion f̂ ∈ H̄ n

Ĝ
by the formula f̂ (y1, . . . ,yn) = f (x1, . . . ,xn) if y j is the juxtaposition

(x j ,u j), x j ∈ Rν , u j ∈ R1, j = 1,2, . . . ,n. Finally we define the Wiener–Itô integral
in the general case by the formula

∫
f (x1, . . . ,xn)ZG(dx1) . . .ZG(dxn) =

∫
f̂ (y1, . . . ,yn)ZĜ(dy1) . . .ZĜ(dyn).

(What we actually have done was to introduce a virtual new coordinateu. With the
help of this new coordinate we could reduce the general case to the special case
whenG is non-atomic.) IfG is a non-atomic spectral measure, then the new defini-
tion of Wiener–It̂o integrals coincides with the original one. It is easy to check this
fact for one-fold integrals, and then Itô’s formula proves it for multiple integrals. It
can be seen with the help of Itô’s formula again, that all results of this chapter re-
main valid for the new definition of Wiener–Itô integrals. In particular, we formulate
the following result.

Given a stationary Gaussian field letZG be the random spectral measure adapted
to it. All f ∈ H n

G can be written in the form

f (x1, . . . ,xn) = ∑c j1,..., jnϕ j1(x1) · · ·ϕ jn(xn) (4.9)
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with some functionsϕ j ∈H 1
G , j = 1,2, . . . . Defineξ j =

∫
ϕ j(x)ZG(dx). If f has the

form (4.9), then
∫

f (x1, . . . ,xn)ZG(dx1) . . .ZG(dxn) = ∑c j1,..., jn : ξ j1 · · ·ξ jn: .

The last identity would provide another possibility for defining Wiener–It̂o integrals.





Chapter 5
The proof of It ô’s formula. The diagram formula
and some of its consequences

We shall prove It̂o’s formula with the help of the following

Proposition 5.1.Let f ∈ H̄ n
G and h∈ H̄ 1

G . Let us define the functions

f ×
k

h(x1, . . . ,xk−1,xk+1, . . . ,xn) =
∫

f (x1, . . . ,xn)h(xk)G(dxk), k = 1, . . . ,n,

and
f h(x1, . . . ,xn+1) = f (x1, . . . ,xn)h(xn+1).

Then f×
k

h, k= 1, . . . ,n, and f h are inH̄ n−1
G and H̄

n+1
G respectively, and their

norm satisfies the inequality‖ f ×
k

h‖ ≤ ‖ f‖·‖h‖ and‖ f h‖ ≤ ‖ f‖·‖h‖. The relation

n!IG( f )IG(h) = (n+1)!IG( f h)+
n

∑
k=1

(n−1)!IG( f ×
k

h)

holds true.

We shall get Proposition 5.1 as the special case of the diagram formula formu-
lated in Theorem 5.3.

Remark.There is a small inaccuracy in the formulation of Lemma 5.1. We con-
sidered the Wiener–Itô integral of the functionf ×

k
h with argumentsx1,. . . , xk−1,

xk+1,. . . ,xn, while we defined this integral for functions with argumentsx1, . . . ,xn−1.
We can correct this inaccuracy for instance by reindexing the variables off ×

k
h and

working with the function

( f ×
k

h)′(x1, . . . ,xn−1) = f ×
k

h(xαk(1), . . . ,xαk(k−1),xαk(k+1), . . . ,xαk(n))

instead off ×
k

h, whereαk( j) = j for 1≤ j ≤ k−1, andαk( j) = j −1 for k+1≤
j ≤ n.

We also need the following recursion formula for Hermite polynomials.

43
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Lemma 5.2.The identity

Hn(x) = xHn−1(x)− (n−1)Hn−2(x) for n = 1,2, . . . ,

holds with the notation H−1(x) ≡ 0.

Proof of Lemma 5.2.

Hn(x) = (−1)nex2/2 dn

dxn (e−x2/2) = −ex2/2 d
dx

(
Hn−1(x)e

−x2/2
)

= x Hn−1(x)−
d
dx

Hn−1(x).

Since d
dxHn−1(x) is a polynomial of ordern−2 with leading coefficientn−1 we

can write
d
dx

Hn−1(x) = (n−1)Hn−2(x)+
n−3

∑
j=0

c jH j(x).

To complete the proof of Lemma 5.2 it remains to show that in the last expansion
all coefficientsc j are zero. This follows from the orthogonality of the Hermitepoly-
nomials and the calculation

∫
e−x2/2H j(x)

d
dx

Hn−1(x)dx = −
∫

Hn−1(x)
d
dx

(e−x2/2H j(x))dx

=
∫

e−x2/2Hn−1(x)Pj+1(x)dx= 0

with the polynomialPj+1(x) = xHj(x)− d
dxH j(x) of order j +1 for j ≤ n−3. ⊓⊔

Proof of Theorem 4.3 via Proposition 5.1.We prove Theorem 4.3 by induction.
Theorem 4.3 holds forN = 1. Assume that it holds forN− 1. Let us define the
functions

f (x1, . . . ,xN−1) = g1(x1) · · ·gN−1(xN−1)

h(x) = gN(x).

Then

J =
∫

g1(x1) · · ·gN(xN)ZG(dx1) . . .ZG(dxN)

= N! IG( f h) = (N−1)! IG( f )IG(h)−
N−1

∑
k=1

(N−2)! IG( f ×
k

h)

by Proposition 5.1. We can show with the help of our inductionhypothesis that
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J = H j1

(∫
ϕ1(x)ZG(dx)

)
· · ·H jm−1

(∫
ϕm−1(x)ZG(dx)

)

H jm−1

(∫
ϕm(x)ZG(dx)

)∫
ϕm(x)ZG(dx)

−( jm−1)H j1

(∫
ϕ1(x)ZG(dx)

)
· · ·H jm−1

(∫
ϕm−1(x)ZG(dx)

)

H jm−2

(∫
ϕm(x)ZG(dx)

)
,

whereH jm−2(x) = H−1(x) ≡ 0 if jm = 1. This relation holds, since

f ×
k

h(x1, . . . ,xk−1,xk+1, . . . ,xN−1) =
∫

g1(x1) · · ·gN−1(xN−1)ϕm(xk)G(dxk)

=

{
0 if k≤ N− jm
g1(x1) · · ·gk−1(xk−1)gk+1(xk+1) · · ·gN−1(xN−1) if N− jm < k≤ N−1.

Hence Lemma 5.2 implies that

J =
m−1

∏
s=1

H js

(∫
ϕs(x)ZG(dx)

)[
H jm−1

(∫
ϕm(x)ZG(dx)

)∫
ϕm(x)ZG(dx)

−( jm−1)H jm−2

(∫
ϕm(x)ZG(dx)

)]
=

m

∏
s=1

H js

(∫
ϕs(x)ZG(dx)

)
,

as claimed. ⊓⊔
Let us fix some functionsh1 ∈ H̄

n1
G ,. . . ,hm ∈ H̄

nm
G . In the next result, in the so-

called diagram formula, we express the productn1!IG(h1) · · ·nm!IG(hm) as the sum
of Wiener–It̂o integrals. This result contains Proposition 5.1 as a special case. There
is no unique terminology for this result in the literature. We shall follow the notation
of Dobrushin in [7].

We shall use the term diagram of order(n1, . . . ,nm) for an undirected graph of
n1+ · · ·+nm vertices such that its vertices are indexed by the pairs of integers( j, l),
l = 1, . . . ,m, j = 1, . . . ,nl , with the properties that no more than one edge enters
into each vertex, and edges can connect only pairs of vertices ( j1, l1) and( j2, l2) for
which l1 6= l2. LetΓ = Γ (n1, . . . ,nm) denote the set of all diagrams. Given a diagram
γ ∈ Γ |γ| denotes the number of edges inγ. Let there be given a set of functions
h1 ∈ H̄

n1
G ,. . . , hm ∈ H̄

nm
G . Sometimes we denote the variables of the functionhl

by x( j,l) instead ofx j , i.e. we writehl (x(1,l), . . . ,x(nl ,l)) instead ofhl (x1, . . . ,xnl ). Put
N = n1 + · · ·+ nm. We introduce the function ofN variables corresponding to the
vertices of the diagram by the formula

h(x( j,l), l = 1, . . . ,m, j = 1, . . . ,nl ) =
m

∏
l=1

hl (x( j,l), j = 1, . . . ,nl ).
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Fixing a diagramγ ∈ Γ we enumerate the variablesx( j,l) in such a way that the
vertices into which no edges enter will have the numbers 1,2, . . . ,N−2|γ| and the
vertices connected by an edge will have the numbersp andp+ |γ|, wherep = N−
2|γ|+1, . . . ,N−|γ|. In such a way we have defined the functionh(x1, . . . ,xN) (with
an enumeration of the indices of the variables depending on the diagramγ). After
this definition of the functionh(x1, . . . ,xN) we take that function ofN−|γ| variables
which we get by replacing the argumentsxN−|γ |+p by the arguments−xN−2|γ|+p, 1≤
p≤ |γ. Then we get the functionhγ appearing in the diagram formula by integrating

this function by the product measure
|γ |
∏

p=1
G(dxN−2|γ |+p).

More explicitly, we write

hγ(x1, . . . ,xN−2|γ |) =
∫

· · ·
∫

h(x1, . . . ,xN−|γ |,−xN−2|γ |+1, . . . ,−xN−|γ |)

G(dxN−2|γ |+1) . . .G(dxN−|γ |). (5.1)

The functionhγ depends only on the variablesx1, . . . ,xN−2|γ |, i.e. it is independent
of how the vertices connected by edges are indexed. Indeed, it follows from the
evenness of the spectral measure that by interchanging the indicess ands+ γ of
two vertices connected by an edge does not change the value ofthe integralhγ . Let
us now considerIG(hγ). The functionhγ may depend on the numbering of those
vertices ofγ from which no edge starts, but Symhγ and thereforeIG(hγ) does not
depend on it. Now we formulate the following

Theorem 5.3. (Diagram formula.) For all functions h1 ∈ H̄
n1

G ,. . . , hm ∈ H̄
nm

G ,
n1, . . . ,nm = 1,2, . . . , the following relations hold:

(A) hγ ∈ H̄
n−2|γ |

G , and‖hγ‖ ≤
m
∏
j=1

‖h j‖ for all γ ∈ Γ .

(B) n1!IG(h1) · · ·nm!IG(hm) = ∑
γ∈Γ

(N−2|γ|)!IG(hγ).

Remark.In the special casem = 2, n1 = n, n2 = 1 Theorem 5.3 coincides with
Proposition 5.1. To see this it is enough to observe thath(−x) = h(x) for all h∈ H̄ 1

G .

Proof of Theorem 5.3.It suffices to prove Theorem 5.3 in the special casem= 2.
Then the casem> 2 follows by induction.

We shall use the notationn1 = n, n2 = m, and we writex1, . . . ,xn+m instead of
x(1,1), . . . ,x(n,1),x(1,2) . . . ,x(m,2). It is clear that the functionhγ satisfies Property (a)

of the classesH̄ j
G defined in Chapter 4. We show that Part (A) of Theorem 5.3 is

a consequence of the Schwartz inequality. To prove this estimate on the norm ofhγ
it is enough to restrict ourselves to such diagramsγ in which the vertices(n,1) and
(m,2), (n−1,1) and(m−1,2),. . . ,(n−k,1) and(m−k,2) are connected by edges
with some 0≤ k≤ min(n,m). In this case we can write
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|hγ(x1, . . . ,xn−k−1,xn+1, . . . ,xn+m−k−1)|2

=

∣∣∣∣
∫

h1(x1, . . . ,xn)h2(xn+1, . . . ,xn+m−k−1,−xn−k, . . . ,−xn)

G(dxn−k) . . .G(dxn)

∣∣∣∣
2

≤
∫

|h1(x1, . . . ,xn)|2G(dxn−k) . . .G(dxn)
∫

|h2(xn+1, . . . ,xn+m)|2G(dxn+m−k) . . .G(dxn+m)

by the Schwartz inequality and the symmetryG(−A) = G(A) of the spectral mea-
sureG. Integrating this inequality with respect to the free variables we get Part (A)
of Theorem 5.3.

In the proof of Part (B) first we restrict ourselves to the casewhen h1 ∈ ˆ̄
H n

G

and h2 ∈ ˆ̄
H m

G . Assume that they are adapted to a regular systemD = {∆ j , j =
±1, . . . ,±N} of subsets ofRn with finite measureG. We may even assume that all
∆ j ∈D satisfy the inequalityG(∆ j) < ε with someε > 0 to be chosen later, because
otherwise we could split up the sets∆ j into smaller ones. Let us fix a pointu j ∈ ∆ j

in all sets∆ j ∈D . PutKi = sup
x
|hi(x)|, i = 1,2, and letA be a cube containing all∆ j .

We can write

I = n!IG(h1)m!IG(h2) = ∑′
h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm)

ZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆km)

with the numbersu jp ∈ ∆ jp andukr ∈ ∆kr we have fixed, where the summation in
∑′ goes through all pairs(( j1, . . . , jn),(k1, . . . ,km)), jp, kr ∈ {±1, . . . ,±N}, p =
1, . . . ,n, r = 1, . . . ,m, such thatjp 6= ± j p̄ andkr 6= ±kr̄ if p 6= p̄ or r 6= r̄.

Write

I = ∑
γ∈Γ

∑γ
h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm)

ZG(∆ j1) · · ·ZG(∆ jn)ZG(∆k1) · · ·ZG(∆km),

where∑γ contains those terms of∑′ for which jp = kr or jp = −kr if the vertices
(1, p) and(2, r) are connected inγ, and jp 6= ±kr if (1, p) and(2, r) are not con-
nected. Let us define the sets

A1 = A1(γ) = {p: p∈ {1, . . . ,n}, and no edge starts from(p,1) in γ},
A2 = A2(γ) = {r : r ∈ {1, . . . ,m}, and no edge starts from(r,2) in γ}

and

B = B(γ) = {(p, r) : p∈ {1, . . . ,n}, r ∈ {1, . . . ,m},
(p,1) and(r,2) are connected inγ}
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together with the mapα : {1, . . . ,n}\A1 →{1, . . . ,m}\A2 defined as

α(p) = r if (p, r) ∈ B for all p∈ {1, . . . ,n}\A1. (5.2)

Let Σ γ denote the value of the inner sum∑γ for someγ ∈Γ in the last summation
formula, and write it in the form

Σ γ = Σ γ
1 +Σ γ

2

with

Σ γ
1 = ∑γ

h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm) ∏
p∈A1

ZG(∆ jp) ∏
r∈A2

ZG(∆kr )

· ∏
(p,r)∈B

E
(
ZG(∆ jp)ZG(∆kr )

)

and

Σ γ
2 = ∑γ

h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm) ∏
p∈A1

ZG(∆ jp) ∏
r∈A2

ZG(∆kr )

·
[

∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr )−E

(

∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr )

)]
.

The random variablesΣ γ
1 and Σ γ

2 are real valued. To see this observe that if the
sum defining these expressions contains a term with arguments ∆ jp, and∆kr , then
it also contains the term with arguments−∆ jp and−∆kr . This fact together with
property (v) of the random spectral measureZG and the analogous property of the
functionsh1 andh2 imply thatΣ γ

1 = Σ γ
1 andΣ γ

2 = Σ γ
2 . Hence these random variables

are real valued. As a consequence, we can bound(n+m−2|γ|)!IG(hγ)−Σ γ
1 andΣ γ

2
by means of their second moment.

We are going to show thatΣ γ
1 is a good approximation of(n+m−2|γ|)! IG(hγ),

andΣ γ
2 is negligibly small. This implies that(n+ m− 2|γ|)!IG(hγ) well approxi-

matesΣ γ . The proofs are based on some simple ideas, but unfortunately their de-
scription demands a complicated notation which makes theirreading unpleasant.

To estimate(n+ m−2|γ|)!IG(hγ)−Σ γ
1 we rewriteΣ γ

1 as a Wiener–It̂o integral
with a kernel function adapted to the regular systemD which is close tohγ . To find
this kernel function we rewrite the sum definingΣ γ

1 by first fixing the variablesu jp,
p∈ A1, andukr , r ∈ A2, and summing up by the remaining variables, and after this
summing by the variables fixed at the first step. We get that

Σ γ
1 = ∑

jp : 1≤| jp|≤N for all p∈A1
kr : 1≤|kr |≤N for all r∈A2

hγ ,1( jp, p∈ A1, kr , r ∈ A2)

∏
p∈A1

ZG(∆ jp) ∏
r∈A2

ZG(∆kr ) (5.3)
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with a functionhγ ,1 depending on the argumentsjp, p ∈ A1, andkr , r ∈ A2, with
values jp,kr ∈ {±1, . . . ,±N} defined with the help another functionhγ ,2 described
below. It also depends on the argumentsjp, p ∈ A1, andkr , r ∈ A2, with values
jp,kr ∈ {±1, . . . ,±N}. More explicitly, formula (5.3) holds with the functionhγ ,1

defined as
hγ ,1( jp, p∈ A1, kr , r ∈ A2) = 0 (5.4)

if the numbers in the set{± jp : p∈ A1}∪{±kr : r ∈ A2} are not all different, and

hγ ,1( jp, p∈ A1, kr , r ∈ A2) = hγ ,2( jp, p∈ A1, kr , r ∈ A2) (5.5)

if all numbers± jp, p ∈ A1, and±kr , r ∈ A2 are different, where we define the
function hγ ,2( jp, p ∈ A1, kr , r ∈ A2) for all sequencesjp, p ∈ A1 andkr , r ∈ A2,
with jp,kr ∈ {±1, . . . ,±N} (i.e. also in the case when some of the argumentsjp,
p∈ A1, or kr , r ∈ A2, agree) by the formula

hγ ,2( jp, p∈ A1, kr , r ∈ A2) = ∑γ ,1
h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm)

· ∏
(p,r)∈B

E
(
ZG(∆ jp)ZG(∆kr )

)
. (5.6)

The value of the sum∑γ ,1 in formula (5.6) which depends on the argumentsjp,
p∈A1, andkr , r ∈A2, is defined in the following way. We sum up for such sequences
( j1, . . . , jn) and(k1, . . . ,km) whose coordinates withp∈A1 andq∈A2 are fixed, and
whose coordinates with indicesp ∈ {1, . . . ,n} \A1 andr ∈ {1, . . . ,m} \A2 satisfy
the following conditions. PutC = {± jp, p∈ A1}∪{±kr , r ∈ A2}. We demand that
all numbersjp andkr with indicesp ∈ {1, . . . ,n} \A1 andr ∈ {1, . . . ,m} \A2 are
such thatjp,kr ∈ {±1, . . . ,±N} \C. To formulate the remaining conditions let us
write all numbersr ∈ {1, . . . ,m}\A2 in the formr = α(p), p∈ {1, . . . ,n}\A1 with
the mapα defined in (5.2). We also demand that only such sequences appear in the
summation whose coordinateskr = kα(p) satisfy the conditionkα(p) = ± jp for all
p∈ {1, . . . ,n}\A1. Beside this, all numbers± jp, p∈ {1, . . . ,n}\A1, must be differ-
ent. The summation in∑γ ,1 is taken for all such sequencesjp, p∈ {1, . . . ,n} andkr ,
r ∈ {1, . . . ,m}, whose coordinates withp∈ {1, . . . ,n} \A1 andr ∈ {1, . . . ,m} \A2

satisfy the above conditions.
Formula (5.6) can be rewritten in a simpler form. To do this let us first observe

that the conditionkα(p) = ± jp can be replaced by the conditionkα(p) = − jp in it,
and we can writeG(∆ jp) instead of the termEZG(∆ jp)ZG(∆kr ) (with (p, r) ∈ B) in
the product at the end of (5.6). This follows from the fact that EZG(∆ jp)ZG(∆kr ) =

EZG(∆ jp)
2 = 0 if kr = jp andEZG(∆ jp)ZG(∆kr ) = EZG(∆ jpZG(−∆ jp) = G(∆ jp)

if kr = − jp. Beside this, the expression in (5.6) does not change if we take
summation for all such sequences for which the numberjp with coordinatep ∈
{1, . . . ,n} \A takes all possible valuesjp ∈ {±1, . . . ,±N}, because in such a way
we only attach such terms to the sum which equal zero. This follows from the
fact that both functionsh1 and h2 are adapted to the regular systemD , hence
h1(u j1, . . . ,u jn)h2(uk1, . . . ,ukm) = 0 if for an index p ∈ {1, . . . ,n} \A1 jp = ± jp′
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with p 6= p′ or jp = −kr with (p, r) ∈ B, and beside this there exists somer ′ ∈ A2

such thatjp = ±kr ′ .
The above relations enable us to rewrite (5.6) in the following way. Let us define

that mapα−1 on the set{1, . . . ,m} \A2 which is the inverse of the mapα defined
in (5.2), i.e.α−1(r) = p if (p, r) ∈ B. With this notation we can write

hγ ,2( jp, p∈ A1, kr , r ∈ A2)

= ∑
jp, p∈{1,...,n}\A1,

1≤| jp|≤N for all indicesp

h1(u j1, . . . ,u jn)h2(ukr , r ∈ A2,−u jα−1(r)
, r ∈ {1, . . . ,m}\A2)

∏
p∈{1,...,n}\A1

G(∆ jp). (5.7)

Formula (5.7) can be rewritten as

hγ ,2( jp, p∈ A1, kr , r ∈ A2) (5.8)

=
∫

h1(u jp, p∈ A1, xp, p∈ {1, . . . ,n}\A1)

h2(ukr , r ∈ A2, −xα−1(r), r ∈ {1, . . . ,m}\A2) ∏
p∈{1,...,n}\A1

G(dxp).

We define with the help ofhγ ,1 and hγ ,2 two new functions onR(n+m−2|γ |)ν

with argumentsx1, . . . ,xn+m−2|γ . The first one will be the kernel function of the
Wiener–It̂o integral expressingΣ γ

1 , and the second one will be equal to the func-
tion hγ defined in (5.1). We define these functions in two steps. In thefirst step
we reindex the arguments of the functionsh1,γ andh2,γ to get functions depend-
ing on sequencesj1, . . . , jn+m−2|γ|. For this goal we list the elements of the sets
A1 and A2 as A1 = {p1, . . . , pn−|γ |} with 1 ≤ p1 < p2 < · · · < pn−|γ | ≤ n and
A2 = {r1, . . . , rm−|γ |} with 1 ≤ r1 < r2 < · · · < rm−|γ | ≤ m, and define the maps
β1 : A1 → {1, . . . ,n− |γ|} and β2 : A2 → {n− |γ|+ 1, . . . ,n+ m− 2|γ|} by the
formulasβ1(pl ) = l if 1 ≤ l ≤ n− γ, 1 ≤ l ≤ n− |γ|, and β2(r l ) = l + n− |γ|,
1 ≤ l ≤ m− |γ|, if n− |γ|+ 1 ≤ l ≤ n+ m− 2|γ|. We define with the help of the
mapsβ1 andβ2 the functions

hγ ,3( j1, . . . , jn+m−2|γ |) = hγ ,1( jβ1(r1), . . . , jβ1(n−|γ |)),kβ2(1), . . . ,kβ2(m−|γ |))

and

hγ ,4( j1, . . . , jn+m−2|γ |) = hγ ,2( jβ1(r1), . . . , jβ1(n−|γ |)),kβ2(1), . . . ,kβ2(m−|γ |)),

where the arguments of the functionshγ ,3 andhγ ,4 are sequencesj1, . . . , jn+m−2|γ |
with js ∈ {±1, . . . ,±N} for all 1≤ s≤ n+m−2|γ|.

With the help of the above functions we define the following functionshγ ,5 and
hγ ,6 onR(n+m−2|γ |)ν .
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hγ ,5(x1, . . . ,xn+m−2|γ |) =





hγ ,3( j1, . . . , jn+m−2|γ |) if xl ∈ ∆ j l ,
for all 1≤ l ≤ n+m−2|γ|

0 otherwise,

and

hγ ,6(x1, . . . ,xn+m−2|γ |) =





hγ ,4( j1, . . . , jn+m−2|γ |) if xl ∈ ∆ j l ,
for all 1≤ l ≤ n+m−2|γ|

0 otherwise.

It follows from relation (5.4) and the definition of the function hγ ,5 (with the help

of the definition of the functionshγ ,1 andhγ ,3) thathγ ,5 ∈ ˆ̄
H n

G , and it is adapted to
the regular systemD . Then relations (5.3) and the definition ofhγ ,5 also imply that
Σ γ

1 = (n+m−2|γ|)!IG(hγ ,5).
On the other hand, I claim that the functionhγ defined in (5.1) satisfies the iden-

tity hγ = hγ ,6. Actually a slightly weaker statement would suffice for us. It would be
enough to show that the functionhγ can be obtained by a permutation of the indices
of the variables inhγ ,6, because the value of a Wiener-Itô integral does not change
by a reindexation of the variables of the kernel function in it.

To prove the desired identity let us write up the expression defining the function
hγ in the present case. First we define the functionh(x1, . . . ,xn+m) (depending on
the diagramγ) which is applied in the definition ofhγ . To do this we introduce some
notations.

PutA1 = { j1, . . . , jn−|γ |}, 1≤ j1 < j2 < · · ·< jn−|γ |, {1, . . . ,n}\A1 = {l1, . . . , l|γ |},
1 ≤ l1 < l2 < · · · < lm−|γ |, and A2 = { j ′1, . . . , j ′m−|γ |}, 1 ≤ j ′1 < j ′2 < · · · < j ′|γ |,

{1, . . . ,m}\A2 = {l ′1, . . . , l
′
m−|γ |}, 1≤ l ′1 < l ′2 < · · ·< l ′m−|γ |, and define with their help

the following functions. Define the functionβ (·) on the set{1, . . . ,n} asβ (k) = p if
k = jp ∈ A1, andβ (k) = n+m−2|γ|+q if k = lq ∈ {1, . . . ,n}\A1. Define similarly
the functionδ (·) on the set{n+1, . . . ,n+m} asδ (k) = p+ |γ| if k−n = j ′p ∈ A2.
If k−n = l ′q ∈ {1, . . . ,m} \A2, then there is an edge(lp, l ′q) ∈ B of the diagramγ,
and we defineδ (k) = n−|γ|+ p with the indexp of the numberlp in this case.

With the help of the above notations we can define the functionh(x1, . . . ,xn+m)
which takes part in the definition ofhγ in formula (5.1) as

h(x1, . . . ,xn+m) = h1(xβ (1), . . . ,xβ (n))h2(xδ (n+1), . . . ,xδ (n+m)).

To define the kernel function of the integral in (5.1) observethat the set{δ (n+
1), . . . ,δ (n+ m)} agrees with the set{n− |γ|+ 1, . . . ,n+ m− 2|γ|} ∪ {n− |γ|+
1, . . . ,n+ m} = C1 ∪C2. Put δ̄ (k) = δ (k) if δ (k) ∈ C1 and δ̄ (k) = δ (k)− |γ| if
δ (k) ∈ C2. Let us also introduceε( j) = 1 if n− |γ + 1 ≤ j ≤ n+ m− 2|γ|, and
ε( j) = −1 if n+m−2|γ|+1≤ j ≤ n+m−|γ|. With such a notation we can write

h(x1, . . . ,xn+m−|γ |,−xn+m−2|γ|+1, . . . ,−xn+m−|γ |)

= h1(xβ (1), . . . ,xβ (n))h2(ε(δ̄ (n+1))xδ̄ (n+1), . . . ,ε(δ̄ (n+m))xδ̄ (n+m))
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as the kernel function in the integral (5.1) defining the function hγ(x1, . . . ,xn+m−2|γ |)
in the present case.

By formula (5.1) we can calculate the functionhγ(x1, . . . ,xn+m−2|γ|) by inte-
grating the above defined functionh(x1, . . . ,xn+m−|γ |,−xn+m−2|γ|+1, . . . ,−xn+m−|γ |)
with respect to the measureG(dxN−2|γ|+1) . . .G(dxN−|γ |). By comparing this for-
mula with the definition of the functionhγ ,2 defined in (5.8) together with the defini-
tion of the functionshγ ,4 andhγ ,6 with its help one can see that the identityhγ ,6 = hγ
holds.

Observe that the functionhγ disappears also in such points(x1, . . . ,xn+m−2|γ |) for
which xl ∈ ∆ j l for all 1≤ l ≤ n+ m−2|γ| with such indicesj l for which some of
the numbers in the set{± j1, . . . ,± jn−|γ |} or in the set{± jn−|γ |+1, . . . ,± jn+m−2|γ |}
agree. This fact together with the identityhγ = hγ ,6 and the relation between the
functionshγ ,5 and hγ ,6 (implied by the definition of the functionhγ ,1 in formu-
las (5.4) and (5.5)) yield the identity

hγ(x1, . . . ,xn+m−2|γ|) = hγ ,5(x1, . . . ,xn+m−2|γ |)+hγ ,7(x1, . . . ,xn+m−2|γ|)

with

hγ ,7(x1, . . . ,xn+m−2|γ |)

=





hγ(x1, . . . ,xn+m−2|γ |) if there exist indicesj l , 1≤ | j l | ≤ N,
1≤ l ≤ n+m−2|γ| such thatxl ∈ ∆ j l , 1≤ l ≤ n+m−2|γ|,
all numbers± j1, . . . ,± jn−2|γ | are different,
all numbers± jn−|γ |+1, . . . ,± jn+m−2|γ | are different,
and{± j1, . . . ,± jn−|γ |}∩{± jn−|γ |+1, . . . ,± jn+m−2|γ |} 6= /0

0 otherwise.

SinceΣ γ
1 = (n+m−2|γ|)!IG(hγ ,5), we have

(n+m−2|γ|)!IG(hγ)−Σ γ
1 = (n+m−2|γ|)!IG(hγ ,7),

and
E(Σ γ

1 − (n+m−2|γ|)!IG(hγ))
2 ≤ (n+m−2|γ|)!‖(hγ ,7)‖2

with the norm‖ · ‖ in H̄
n+m−2|γ |

G .
On the other hand,

sup|hγ ,7(x1, . . . ,xn+m−2|γ |)| ≤ sup|hγ(x1, . . . ,xn+m−2|γ |)| ≤ K1K2L|γ |,

with K1 = sup|h1|, K2 = sup|h2|, andL = G(A), whereA is a fixed cube containing
all ∆ j . Hence

E(Σ γ
1 − (n+m−2|γ|)!IG(hγ))

2 ≤ C1‖(hγ ,7)‖2

≤ C2∑′′
G(∆ j1) · · ·G(∆ jn+m−2|γ|)

≤ Csup
j

G(∆ j) ≤Cε, (5.9)



5 The proof of It̂o’s formula. The diagram formula and some of its consequences 53

where the summation∑′′ goes for such sequencesj1, . . . , jn+m−2|γ |, 1≤ | j l | ≤ N for
all 1 ≤ l ≤ n+ m−2|γ|, for which all numbers± j1, . . . ,± jn−|γ | are different, the
same relation holds for the elements of the sequence± jn−|γ |+1, . . . ,± jn+m−2|γ |, and

{± j1, . . . ,± jn−|γ |}∩{± jn−|γ |+1, . . . ,± jn+m−2|γ |} 6= /0.

The constantsC1, C2 andC may depend on the functionsh1, h2 and spectral mea-
sureG, but they do not depend on the regular systemD , hence in particular on the
parameterε. In the verification of (5.9) we can exploit that each term in the sum
∑′′ is a product which contains a factorG(∆ j)

2 ≤ εG(∆ j). Here an argument can be
applied which is similar to the closing step in the proof of Lemma 4.1, to the final
argument in the proof ofStatement B.

Now we turn to the estimation ofE(Σ γ
2)2. It can be expressed as a linear combi-

nation of terms of the form

Σ γ
3( jp,kr , j p̄,kr̄ , p, p̄∈ {1, . . . ,n}, r, r̄ ∈ {1, . . . ,m}) (5.10)

= E

((

∏
p∈A1

ZG(∆ jp) ∏
r∈A2

ZG(∆kr ) ∏̄
p∈A1

ZG(∆ j p̄) ∏̄
r∈A2

ZG(∆kr̄ )

)

[

∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr )−E ∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr )

]

[

∏
(p̄,r̄)∈B

ZG(∆ j p̄)ZG(∆kr̄ )−E ∏
(p̄,r̄)∈B

ZG(∆ j p̄)ZG(∆kr̄ )

])
,

whereΣ γ
3 depends on such sequences of numbersjp, kr , j p̄, kr̄ with indices 1≤

p, p̄≤ n and 1≤ r, r̄ ≤m for which jp,kr , j p̄,kr̄ ∈ {±1, . . . ,±N} for all indicesp, r, p̄
and ¯r, jp = kr or jp = −kr if (p, r) ∈ B, otherwise all numbers± jp, ±kr are differ-
ent, and the same relations hold for the indicesj p̄ andkr̄ if p is replaced by ¯p andr is
replaced by ¯r. Moreover the absolute value of all coefficients in this linear combina-
tion which depend on the functionsh1 andh2 is bounded by sup|h1(x)|2sup|h2(x)|2.

We want to show that for most sets of arguments( jp, kr , j p̄, kr̄) the expression
Σ γ

3 equals zero, and it is also small in the remaining cases.
Let us fix a sequence of argumentsjp, kr , j p̄, kr̄ of Σ γ

3 , and let us estimate its
value with these arguments. Define the sets

A = { jp : p∈ A1}∪{kr : r ∈ A2} and ¯A = { j p̄ : p̄∈ A1}∪{kr̄ : r̄ ∈ A2}.

We claim thatΣ γ
3 equals zero if ¯A 6= −A . In this case there exists an index

l ∈ A such that−l /∈ ¯A . Let us carry out the multiplication in (5.10). Because
of the independence properties of random spectral measureseach product in this
expression can be written as the product of independent factors, and the indepen-
dent factor containing the termZG(∆l ) has zero expectation. To see this observe
that the set∆l appears exactly once among the arguments of the termsZG(∆ jp)
andZG(∆kr ), and none of these terms contains the argument−∆l = ∆−l . Although
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−l /∈ ¯A , it may happen thatl ∈ ¯A . In this case the product under investigation
contains the independent factorZG(∆l )

2 with EZG(∆l )
2 = 0. If l /∈ ¯A , then there

are two possibilities. Either this product contains an independent factor of the form
ZG(∆l ) with EZG(∆l ) = 0, or there is a pair(p̄, r̄) ∈ B such that( j p̄,kr̄) = (±l ,±l),
and an independent factor of the formZG(∆l )ZG(±∆−l )ZG(±∆l ) with the property
EZG(∆l )ZG(±∆−l )ZG(±∆l ) = 0 appears. HenceΣ γ

3 = 0 in this case.
Let

F =
⋃

(p,r)∈B

{ jp,kr} and F̄ =
⋃

(p̄,r̄)∈B

{( j p̄,kr̄}.

A factorization argument shows again that the expression in(5.10) equals zero
if the setsF ∪ (−F ) and F̄ ∪ (−F̄ ) are disjoint. We can restrict ourselves to
the caseA = − ¯A , and in this case±A is disjoint both ofF ∪ (−F ) and
F̄ ∪ (−F̄ ), and the product under investigation contains the independent factor

∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr )−E ∏
(p,r)∈B

ZG(∆ jp)ZG(∆kr ) with expectation zero.

Moreover, ifF ∪ (−F ) andF̄ ∪ (−F̄ ) are not disjoint, (andA = − ¯A ), then
the absolute value of the expression in (5.10) can be estimated from above by

Cε ∏G(∆ jp)G(∆kr )G(∆ j p̄)G(∆kr̄ ) (5.11)

with a universal constantC < ∞ depending only on the parametersn andm, where
the indices jp, kr , j p̄, kr̄ are the same as in (5.10) with the following difference:
All indices appear in (5.11) with multiplicity 1, and if bothindices l and−l are
present in (5.10), then one of them is omitted form (5.11). Moreover, for all jp, kr ,
j p̄ andkr̄ one of termsG(∆± jp), G(∆±kr ), G(∆± j p̄) andG(∆±kr̄ ) really appears in
this product. The multiplying termε appears in (5.11), since by carrying out the
multiplications in (5.10) and factorizing each term, we getthat all non-zero terms
have a factor either of the form

EZG(∆)2ZG(−∆)2 = E(ReZG(∆)2 + ImZG(∆)2)2

= EReZG(∆)4 +E ImZG(∆)4 +2EReZG(∆)2E ImZG(∆)2 = 8G(∆)2

or of the form
(
E|ZG(∆)|2

)2
= G(∆)2, and G(∆) < ε for all ∆ ∈ D . (We did

not mention the possibility of an independent factor of the form EZG(∆)4 or
EZG(∆)3ZG(−∆) with ∆ ∈ D , because as some calculation shows,EZG(∆)4 = 0
andEZG(∆)3ZG(−∆) = 0.)

Let us expressE(Σ γ
2)2 as the linear combination of the quantitiesΣ γ

3 , and let us
bound each termΣ γ

3 in the above way. This supplies an upper bound forE(Σ γ
2)2 by

means of a sum of terms of the form (5.11). Moreover, some consideration shows
that each of these terms appears only with a multiplicity less thanC(n,m) with an
appropriate constantC(n,m). Hence we can write

E(Σ γ
2)2 ≤ K2

1K2
2C(n,m)Cε

n+m

∑
r=1

∑
j1,..., jr

′′′
G(∆ j1) · · ·G(∆ jr ),
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where the indicesj1, . . . , jr ∈ {±1, . . . ,±N} in the sum∑′′′ are all different, and
K j = sup|h j(x)|, j = 1,2. Hence

E(Σ γ
2)2 ≤C1ε

n+m

∑
r=1

G(A)r ≤C2ε

with some appropriate constantsC1 andC2. Because of the inequality (5.9), the
identityn!IG(h1)m!IG(h2) = ∑

γ∈Γ
(Σ γ

1 +Σ2
γ ) and the last relation one has

E

(
n!IG(h1)m!IG(h2)− ∑

γ∈Γ
(n+m−2|γ|)!IG(hγ)

)2

= E

(

∑
γ∈Γ

(
Σ γ

1 +Σ γ
2 − (n+m−2|γ|)! IG(hγ)

)
)2

≤C3

(

∑
γ∈Γ

E((m+n−2|γ|)! IG(hγ)−Σ γ
1)2 +E(Σ γ

2)2

)
≤C4ε.

Sinceε > 0 can be chosen arbitrarily small, Part B is proved in the special case
h1 ∈ ˆ̄

H n
G , h2 ∈ ˆ̄

H m
G .

If h1 ∈ H̄ n
G andh2 ∈ H̄ m

G , then let us choose a sequence of functionsh1,r ∈ ˆ̄
H n

G

andh2,r ∈ ˆ̄
H m

G such thath1,r → h1 andh2,r → h2 in the norm of the spacesH̄ n
G and

H̄ m
G respectively. Define the functionsĥγ(r) andhγ(r) in the same way ashγ , but

substitute the pair of functions(h1,h2) by (h1,r ,h2) and(h1,r ,h2,r) in their definition.
We shall show by the help of Part (A) that

E|IG(h1)IG(h2)− IG(h1,r)IG(h2,r)| → 0,

and
E|IG(hγ)− IG(hγ(r))| → 0 for all γ ∈ Γ

asr → ∞. Then a simple limiting procedure shows that Theorem 5.3 holds for all
h1 ∈ H̄ n

G andh2 ∈ H̄ m
G .

We have

E|IG(h1)IG(h2)− IG(h1,r)IG(h2,r)|
≤ E|(IG(h1−h1,r))IG(h2)|+E|IG(h1,r)IG(h2−h2,r)|

≤ 1
n! m!

(
‖h1−h1,r‖1/2‖h2‖1/2 +‖h2−h2,r‖1/2‖h1,r‖

)
→ 0,

and by Part (A) of Theorem 5.3
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E|IG(hγ)− IG(hγ(r))| ≤ E|IG(hγ)− IG(ĥγ(r))|+E|IG(hγ(r))− IG(ĥγ(r))|
≤ ‖hγ − ĥγ(r)‖1/2 +‖hγ(r)− ĥγ(r)‖1/2

≤ ‖h1− ĥ1,r‖1/2‖h2‖1/2 +‖h2− ĥ2,r‖1/2‖h1,r‖1/2 → 0.

Theorem 5.3 is proved. ⊓⊔
We formulate some consequences of Theorem 5.3. LetΓ̄ ⊂ Γ denote the set of

complete diagrams, i.e. let a diagramγ ∈ Γ̄ if an edge enters in each vertex ofγ. We
haveEI(hγ) = 0 for all γ ∈ Γ \ Γ̄ , since (4.3) holds for allf ∈ H̄ n

G , n≥ 1. If γ ∈ Γ̄ ,
then I(hγ) ∈ H̄ 0

G . Let hγ denote the value ofI(hγ) in this case. Now we have the
following

Corollary 5.4. For all h1 ∈ H̄
n1

G ,. . . , hn ∈ H̄
nm

G

En1!IG(h1) · · ·nm!IG(hm) = ∑
γ∈Γ̄

hγ .

(The sum on the right-hand side equals zero ifΓ̄ is empty.)

As a consequence of Corollary 5.4 we can calculate the expectation of products
of Wick polynomials of Gaussian random variables.

Let Xk, j , EXk, j = 0, 1≤ k ≤ p, 1 ≤ j ≤ nk, be a sequence of Gaussian ran-
dom variables. We want to calculate the expected value of theWick polynomials
: Xk,1 · · ·Xk,nk: , 1≤ k ≤ p, if we know all covariancesEXk, jXk̄, j̄ = a((k, j),(k̄, j̄)),
1≤ k, k̄,≤ p, 1≤ j ≤ nk, 1≤ j̄ ≤ n̄k. For this goal let us consider the class of closed
diagramsΓ̄ (k1, . . . ,kp), and define the following quantityγ(A) depending on the
closed diagramsγ and the setA of all covariancesEXk, jXk̄, j̄ = a((k, j),(k̄, j̄))

γ(A) = ∏
((k, j),(k̄, j̄)) is an edge ofγ

a((k, j),(k̄, j̄)), γ ∈ Γ .

With the above notation we can formulate the following result.

Corollary 5.5. Let Xk, j , EXk, j = 0, 1≤ k≤ p,1≤ j ≤ nk, be a sequence of Gaussian
random variables. Let a((k, j),(k̄, j̄)) = EXk, jXk̄, j̄ , 1≤ k, k̄,≤ p,1≤ j ≤ nk, 1≤ j̄ ≤
n̄k denote the covariances of these random variables. Then the expected value of the
product of the Wick polynomials: Xk,1 · · ·Xk,nk: , 1≤ k≤ p, can be expressed as

E

(
p

∏
k=1

: Xk,1 · · ·Xk,nk:

)
= ∑

γ∈Γ̄ (k1,...,kp)

γ(A)

with the above defined quantitiesγ(A). In the case when̄Γ (k1, . . . ,kp) is empty, e.g.
if k1 + · · ·+kp is an odd number, the above expectation equals zero.

Remark.In the special case whenXk,1 = · · · = Xk,nk = Xk, and EX2
k = 1 for all

indices 1≤ k ≤ p Corollary 5.5 provides a formula for the expectation of the
product of Hermite polynomials of standard normal random variables. In this case
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we havea((k, j),(k̄, j̄)) = ā(k, k̄) with a functionā(·, ·) not depending on the ar-
guments j and j̄, and the left-hand side of the identity in Corollary 5.5 equals
EHn1(X1) · · ·Hnp(Xp) with standard normal random variablesX1, . . . ,Xn with cor-
relationsEXkXk̄ = ā(k, k̄).

Proof of Corollary 5.5.We can represent the random variablesXk, j in the form
Xk, j = ∑

p
ck, j,pξp with some appropriate coefficientsck, j,p, whereξ1,ξ2, . . . is a se-

quence of independent standard normal random variables. Let Z(dx) denote a ran-
dom spectral measure corresponding to the one-dimensionalspectral measure with
density functiong(x) = 1

2π for |x| < π, andg(x) = 0 for |x| ≥ π. The random in-
tegrals

∫
eipxZ(dx), p = 0,±1,±2, . . . , are independent standard normal random

variables. Definehk, j(x) = ∑
p

ck, j,peipx, k = 1, . . . , p, 1≤ j ≤ nk. The random vari-

ablesXk, j can be identified with the random integrals
∫

hk, j(x)Z(dx), k = 1, . . . , p,

1≤ j ≤ nk, since their joint distributions coincide. Putĥk(x1, . . . ,xnk) =
nk

∏
j=1

hk, j(x j).

It follows from Theorem 4.7 that

: Xk,1 · · ·Xk,nk: =
∫

ĥk(x1, . . . ,xnk)Z(dx1) . . .Z(dxnk) = nk!I(ĥk(x1, . . . ,xnk))

for all 1≤ k ≤ p. Hence an application of Corollary 5.4 yields Corollary 5.5. One
only has to observe that

∫ π
−π hk, j(x)hk̄, j̄(x)dx= a((k, j),(k̄, j̄)) for all k, k = 1, . . . , p

and 1≤ j ≤ nk. ⊓⊔
Theorem 5.3 states in particular that the product of Wiener–Itô integrals with

respect to a random spectral measure of a stationary Gaussian fields belongs to the
Hilbert spaceH defined by this field, since it can be written as a sum of Wiener–
Itô integrals. This means a trivial measurability condition,and also that the product
has a finite second moment, which is not so trivial. Theorem 5.3 actually gives the
following non-trivial inequality.

Let h1 ∈ H
n1

G ,. . . , hm ∈ H
nm

G . Let |Γ̄ (n1,n1, . . . ,nm,nm)| denote the number of
complete diagrams in̄Γ (n1,n1, . . . ,nm,nm), and put

C(n1, . . . ,nm) =
|Γ̄ (n1,n1, . . . ,nm,nm)|

n1! · · ·nm!
.

In the special casen1 = · · · = nm = n let C̄(n,m) = C(n1, . . . ,nm). Then

Corollary 5.6.

E
[
(n1!IG(h1))

2 · · ·(nm!IG(hm))2]

≤C(n1, . . . ,nm)E(n1!IG(h1))
2 · · ·(nm!E(IG(hm))2.

In particular,

E
[
(n!IG(h))2m]≤ C̄(n,m)(E(n!IG(h))2)m if h ∈ H

n
G .
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Corollary 5.6 follows immediately from Corollary 5.4 by applying it first for the
sequenceh1,h1, . . . ,hm,hm and then for the pairh j ,h j which yields that

E(n j !IG(h j))
2 = n j !‖h j‖2, 1≤ j ≤ m.

One only has to observe that|hγ | ≤ ‖h1‖2 · · ·‖hm‖2 for all complete diagrams by
Part (A) of Theorem 5.3.

The inequality in Corollary 5.6 is sharp. IfG is a finite measure andh1 ∈Hn1
G ,. . . ,

hm ∈ Hnm
G are constant functions, then equality can be written in Corollary 5.6. We

remark that in this caseIG(h1), . . . , IG(hm) are constant times then1-th,. . . , nm-th
Hermite polynomials of the same standard normal random variable. Let us empha-
size that the constantC(n1, . . . ,nm) depends only on the parametersn1, . . . ,nm and
not on the form of the functionsh1, . . . ,hm. The functionC(n1, . . . ,nm) is monotone
in its arguments. The following argument shows that

C(n1 +1,n2, . . . ,nm) ≥C(n1, . . . ,nm)

Let us call two complete diagrams in̄Γ (n1,n1, . . . ,nm,nm) or in Γ̄ (n1 + 1,n1 +
1, . . . ,nm,nm) equivalent if they can be transformed into each other by permuting the
vertices(1,1), . . . ,(1,n1) in Γ̄ (n1,n1, . . . ,nm,nm) or the vertices(1,1), . . . ,(1,n1 +
1) in Γ̄ (n1 + 1,n1 + 1, . . . ,nm,nm). The equivalence classes haven1! elements in
the first case and(n1 + 1)! elements in the second one. Moreover, the number of
equivalence classes is less in the first case than in the second one. (They would
agree if we counted only those equivalence classes in the second case which contain
a diagram where(1,n1 +1) and(2,n1,1) are connected by an edge. Hence

1
n1!

|Γ̄ (n1,n1, . . . ,nm,nm)| ≤ 1
(n1 +1)!

|Γ̄ (n1 +1,n1 +1, . . . ,nm,nm)|

as we claimed.
The next result may better illuminate the content of Corollary 5.6.

Corollary 5.7. Let ξ1, . . . ,ξk be a normal random vector, and P(x1, . . . ,xk) a poly-
nomial of degree n. Then

E
[
P(ξ1, . . . ,ξk)

2m]≤ C̄(n,m)(n+1)m(EP(ξ1, . . . ,ξk)
2)m

with the constant̄C(n,m) introduced before Corollary 5.6.

The multiplying constant̄C(n,m)(n+1)m is not sharp in this case.

Proof of Corollary 5.7.We can writeξ j =
∫

f j(x)Z(dx) with some f j ∈ H 1, j =
1,2, . . . ,k, whereZ(dx) is the same as in the proof of Corollary 5.5. There exist
someh j ∈ H j , j = 0,1, . . . ,n, such that

P(ξ1, . . . ,ξk) =
n

∑
j=0

j!I(h j).
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Then

EP(ξ1, . . . ,ξk)
2m = E



(

n

∑
j=0

j!I(h j)

)2m

≤ (n+1)mE

[
n

∑
j=0

( j!I(h j))
2

]m

≤ (n+1)m ∑
p1+···+pn=m

C(p1, . . . , pn)(EI(h0)
2)p0 · · ·(En!I(hn)

2)pn
m!

p1! · · · pn!

≤ (n+1)mC̄(n,m) ∑
p1+···+pn=m

(EI(h0)
2)p0 · · ·(EI(n!hn)

2)pn
m!

p1! · · · pn!

= (n+1)mC̄(n,m)
[
∑E( j!I(h j))

2]m = (n+1)mC̄(n,m)
(
EP(ξ1, . . . ,ξk)

2)m
.

⊓⊔





Chapter 6
Subordinated random fields. Construction of
self-similar fields

Let Xn, n∈ Zν , be a discrete stationary Gaussian random field, and let the random
field ξn, n∈ Zν , be subordinated to it. LetZG denote the random spectral measure
adapted to the random fieldXn. By Theorem 4.2 the random variableξ0 can be
represented as

ξ0 = f0 +
∞

∑
k=1

1
k!

∫
fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk)

with an appropriatef = ( f0, f1, . . .) ∈ ExpHG in a unique way. This formula to-
gether with Theorem 4.4 yields the following

Theorem 6.1.A random fieldξn, n∈ Zν , subordinated to the stationary Gaussian
random field Xn, n∈ Zν , can be written in the form

ξn = f0+
∞

∑
k=1

1
k!

∫
ei((n,x1+···+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk), n∈ Zν , (6.1)

with some f= ( f0, f1, . . .) ∈ ExpHG, where G is the spectral measure of the field
Xn, and ZG is the random spectral measure adapted to it. This representation is
unique. It is also clear that formula (6.1) defines a subordinated field for all f∈
ExpHG.

If the spectral measureG has the propertyG({x: xp = u}) = 0 for all u∈ R1 and
1 ≤ p ≤ ν , wherex = (x1, . . . ,xν) (this is a strengthened form of the non-atomic
property), then the functions

f̄k(x1, . . . ,xk) = fk(x1, . . . ,xk)χ̃−1
0 (x1 + · · ·+xk), k = 1,2, . . . ,

are meaningful, as functions in the measure space(Rkν ,Bkν ,Gk), whereχ̃n(x) =

ei(n,x)
ν
∏

p=0

eix(p)−1
ix(p) , n ∈ Zν , denotes the Fourier transform of the indicator function

of the ν-dimensional unit cube
ν
∏

p=1
[n(p),n(p) + 1]. Then the random variableξn in

61
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formula (6.1) can be rewritten in the form

ξn = f0 +
∞

∑
k=1

1
k!

∫
χ̃n(x1 + · · ·+xk) f̄k(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk).

Hence the following Theorem 6.1′ can be considered as the continuous time version
of Theorem 6.1.

Theorem 6.1′. Let a generalized random fieldξ (ϕ), ϕ ∈ S , be subordinated to
a stationary Gaussian generalized random field X(ϕ), ϕ ∈ S . Let G denote the
spectral measure of the field X(ϕ), and let ZG be the random spectral measure
adapted to it. Thenξ (ϕ) can be written in the form

ξ (ϕ) = f0 · ϕ̃(0)+
∞

∑
k=1

1
k!

∫
ϕ̃(x1 + · · ·+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk),

(6.2)
where the functions fk are invariant under all permutations of their variables,

fk(−x1, . . . ,−xk) = fk(x1, . . . ,xk), k = 1,2, . . . ,

and

∞

∑
k=1

1
k!

∫
(1+ |x1 + · · ·+xk|2)−p| fk(x1 + · · ·+xk)|2G(dx1) . . .G(dxk) < ∞ (6.3)

with an appropriate number p> 0. This representation is unique.
Contrariwise, all random fieldsξ (ϕ), ϕ ∈S , defined by formulas (6.2) and (6.3)

are subordinated to the stationary, Gaussian random field X(ϕ), ϕ ∈ S .

Proof of Theorem 6.1′. The proof based on the same ideas as the proof of Theo-
rem 6.1, but here we also adapt some arguments from the theoryof generalized
functions. (See [15].) In particular, we exploit the following continuity property of
generalized random fields and subordinated generalized random fields. Ifϕn → ϕ in
the topology of the Schwartz spaceS , andX(ϕ), ϕ ∈ S , is a generalized random
field, thenX(ϕn)⇒ X(ϕ) stochastically. IfX(ϕ), ϕ ∈S , is a generalized Gaussian
random field, then also the relationE[X(ϕn)−X(ϕ)]2 → 0 holds in this case. Simi-
larly, if ξ (ϕ), ϕ ∈S , is a subordinated generalized random field, andϕn → ϕ, then
E[ξ (ϕn)−ξ (ϕ)]2 → by the definition of subordinated fields.

It can be seen with some work that a random fieldξ (ϕ), ϕ ∈S , defined by (6.2)
and (6.3) is subordinated toX(ϕ). One has to check that the definition ofξ (ϕ) in
formula (6.2) is meaningful for allϕ ∈S , because of (6.3),ξ (Ttϕ) = Ttξ (ϕ) for all
shiftsTt , t ∈ Rν , by Theorem 4.4, and also the following continuity propertyholds.
For allε > 0 there is a small neighbourhoodH of the origin in the spaceS such that
if ϕ = ϕ1−ϕ2 ∈ H for someϕ1,ϕ2 ∈ S thenE[ξ (ϕ1)−ξ (ϕ2)]

2 = Eξ (ϕ)2 < ε2.
Since the Fourier transformϕ(·) → ϕ̃(·) is a bicontinuous map inS , to prove

the above continuity property it is enough to check thatEξ (ϕ)2 < ε2 if ϕ̃ ∈ H for
an appropriate small neighbourhoodH of the origin inS . But this relation holds
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with the choiceH = {ϕ : (1+ |x|2)p|ϕ(x)| ≤ ε2

K for all x ∈ Rν} with a sufficiently
largeK > 0 because of condition (6.3).

To prove that all subordinated fields have the above representation observe that
the relation

ξ (ϕ) = Ψϕ,0 +
∞

∑
k=1

1
k!

∫
Ψϕ,k(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk) (6.4)

holds for allϕ ∈ S with some(Ψϕ,0,Ψϕ,1, . . .) ∈ ExpHG depending on the func-
tion ϕ. We are going to show that these functionsΨϕ,k can be given in the form

Ψϕ,k(x1, . . . ,xk) = fk(x1, . . . ,xk) · ϕ̃(x1 + · · ·+xk), k = 1,2, . . . ,

with some functionsfk ∈ Bkν , and

Ψϕ,0 = f0 · ϕ̃(0)

for all ϕ ∈ S with a sequence of functionsf0, f1, . . . not depending onϕ.
To show this let us choose aϕ0 ∈ S such thatϕ̃0(x) > 0 for all x∈ Rν . (We can

make for instance the choiceϕ0(x) = e−(x,x).) We claim that the finite linear com-
binations∑apϕ0(x− tp) = ∑apTtpϕ0(x) are dense inS . To prove this it is enough
to show that the functionsψ whose Fourier transforms̃ψ have a compact support
can well be approximated by such linear combinations, because these functionsψ
are dense inS . (The statement that these functionsψ are dense inS is equiva-
lent to the statement that their Fourier transformψ̃ are dense in the spacẽS ⊂ S c

consisting of the Fourier transforms of the (real valued) functions in the spaceS .)
We have ψ̃

ϕ̃0
∈ S c for such functionsψ, whereS c denotes the Schwartz-space of

complex valued, at infinity strongly decreasing, smooth functions again, because
ϕ̃0(x) 6= 0, andψ̃ has a compact support. There exists a functionχ ∈ S such that
χ̃ = ψ̃

ϕ̃0
. (Here we exploit that the space of Fourier transforms of thefunctions from

S agrees with the space of those functionsf ∈S c for which f (−x) = f (x).) There-
fore ψ(x) = χ ∗ϕ0(x) =

∫
χ(t)ϕ0(x− t)dt, where∗ denotes convolution. It can be

seen by exploiting this relation together with the rapid decrease ofχ andϕ0 together
of its derivatives at infinity, and approximating the integral defining the convolution
by an appropriate finite sum that for all integersr > 0, s> 0 and real numbersε > 0
there exists a finite linear combination̂ψ(x) = ψ̂r,s,ε(x) = ∑

p
apϕ0(x− tp) such that

(1+ |x|s)|ψ(x)−ψ̂(x)|< ε for all x∈Rν , and the same estimate holds for all deriva-
tives ofψ(x)− ψ̂(x) of order less thanr.

I only briefly explain why such an approximation exists. Somecalculation en-
ables us to reduce this statement to the case whenψ = χ ∗ϕ0 with a functionχ ∈D ,
which has compact support. To give the desired approximation choose a small num-
ber δ > 0, introduce the cube∆ = ∆(δ ) = [−δ ,δ )ν ⊂ Rν and define the vectors
k(δ ) = (2k1δ , . . . ,2kν δ ) ∈ Rν for all k = (k1, . . . ,kν) ∈ Zν . Given a fixed vector
x∈ Rν let us define the vectoru(x) ∈ Rν for all u∈ Rν asu(x) = x+k(δ ) with that
vectork ∈ Zν for which x+ k(δ )− u ∈ ∆ , and putϕ0,x(u) = ϕ0(u(x)). It can be
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seen thatψ̂(x) = χ ∗ϕ0,x(x) is a finite linear combination of numbers of the form
ϕ0(x− tk) (with tk = k(δ )) with coefficients not depending onx. Moreover, ifδ > 0
is chosen sufficiently small (depending onr,s andε), thenψ̂(x) = ψ̂r,s,ε(x) has all
properties we demanded.

The above argument implies that there is a sequence of functions ψ̂r,s,ε which
converges to the functionψ in the topology of the spaceS . As a consequence, the
finite linear combinations∑apϕ0(x− tp) are dense inS .

Define

fk(x1, . . . ,xk) =
Ψϕ0,k(x1, . . . ,xk)

ϕ̃0(x1 + · · ·+xk)
, k = 1,2, . . . , and f0 =

Ψϕ0,0

ϕ̃0(0)
.

If ϕ(x) = ∑apϕ0(x− tp) = ∑apTtpϕ0(x), and the sum definingϕ is finite, then by
Theorem 4.4

ξ (ϕ) =
(
∑ap

)
f0 · ϕ̃0(0)+

∞

∑
k=1

1
k!

∫
∑
p

apei(tp,x1+···+xk)ϕ̃0(x1 + · · ·+xk)

· fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk)

= f0 · ϕ̃(0)+
∞

∑
k=1

1
k!

∫
ϕ̃(x1 + · · ·+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk).

Relation (6.4) holds for allϕ ∈S , and there exists a sequenceϕ j(x) = ∑
p

a( j)
p ϕ0(x−

t( j)
p ) ∈ S satisfying (6.2) such thatϕ j → ϕ in the topology ofS . This implies

that limE[ξ (ϕ j)− ξ (ϕ)]2 → 0, and in particularEIG(Ψϕ,k − ϕ̂ j,k fk)2 → 0 with
ϕ̂ j,k(x1, . . . ,xk) = ϕ̃ j(x1 + · · ·+xk) as j → ∞ for all k = 1,2, . . . . (To carry out some
further argument we restrict the domain of integration to a bounded setA.) We get
that

∫

A
|Ψϕ,k(x1, . . . ,xk)− ϕ̃ j(x1 + · · ·+xk) fk(x1, . . . ,xk)|2G(dx1) . . .G(dxk) → 0

as j → ∞ for all k and for all bounded setsA∈ Rkν . On the other hand,
∫

A
|ϕ̃(x1 + · · ·+xk)− ϕ̃ j(x1 + · · ·+xk)|2| fk(x1, · · · ,xk)|2G(dx1) . . .G(dxk) → 0,

sinceϕ̃ j(x)− ϕ̃(x)→ 0 in the supremum norm if̃ϕ j → ϕ̃ in the topology ofS , and
the propertyϕ̃0(x) > 0 (of the functionϕ̃0 appearing in the definition of the function
fk) together with the continuity of̃ϕ0 and the inequalityEIG(ϕ̂0,k fk)2 < ∞ imply
that

∫
A | fk(x1, . . . ,xk)|2G(dx1) . . .G(dxk) < ∞ on all bounded setsA. The last two

relations yield that

Ψϕ,k(x1, . . . ,xk) = ϕ̃(x1 + · · ·+xk) fk(x1, . . . ,xk), k = 1,2, . . . ,

since both sides of this identity is the limit of the sequence
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ϕ̃ j(x1 + · · ·+xk) fk(x1, . . . ,xk), j = 1,2, . . .

in theL2
Gk

A
norm, whereGk

A denotes the restriction of the measureGk to the setA.

Similarly,
ψϕ,0 = ϕ̃(0) f0.

These relations imply (6.2).
To complete the proof of Theorem 6.1′ we show that (6.3) follows from the

continuity of the transformationF : ϕ → ξ (ϕ) from the spaceS into the space
L2(Ω ,A ,P).

We recall that the transformationϕ → ϕ̃ is bicontinuous inS c. Hence for a
subordinated fieldξ (ϕ), ϕ ∈ S , the transformationϕ̃ → ξ (ϕ) is a continuous
map from the space of the Fourier transforms of the functionsin the spaceS to
L2(Ω ,A ,P). This continuity implies that there exist some integersp> 0, r > 0 and
real numberδ > 0 such that if

(1+ |x2|)p

∣∣∣∣
∂ s1+···+sν

∂x(1)s1 . . .∂x(ν)sν ϕ̃(x)

∣∣∣∣< δ for all s1 + · · ·+sν ≤ r, (6.5)

thenEξ (ϕ)2 ≤ 1.
Let us choose a functionψ ∈ S such thatψ has a compact support,ψ(x) =

ψ(−x), ψ(x)≥ 0 for all x∈Rν , andψ(x) = 1 if |x| ≤ 1. (There exist such functions.)
Define the functions̃ϕm(x) = C(1+ |x|2)−pψ( x

m). Thenϕm ∈ S , since its Fourier
transformϕ̃m is an even function, and it is in the spaceS being an infinite many
times differentiable function with compact support. Moreover,ϕm satisfies (6.5) for
all m= 1,2, . . . if the numberC> 0 in its definition is chosen sufficiently small. This
numberC can be chosen independently ofm. (To see this observe that(1+ |x2|)−p

together with all of its derivatives of order not bigger thanr can be bounded by
C(p,r)

(1+|x|2)p with an appropriate constantC(p, r).) Hence

Eξ (ϕm)2 = ∑ 1
k!

∫
|ϕ̃m(x1 + · · ·+xk)|2| fk(x1, · · · ,xk)|2G(dx1) . . .G(dxk) ≤ 1

for all m= 1,2, . . . .
As ϕ̃m(x) →C(|1+ |x|2)−p asm→ ∞, andϕ̃k(x) ≥ 0, anm→ ∞ limiting proce-

dure in the last relation together with Fatou’s lemma imply that

C∑ 1
k!

∫
(1+ |x1 + · · ·+xk)|2)−p| fk(x1, · · · ,xk)|2G(dx1) . . .G(dxk) ≤ 1.

Theorem 6.1′ is proved. ⊓⊔
We shall call the representations given in Theorems 6.1 and 6.1′ the canonical

representation of a subordinated field. From now on we restrict ourselves to the case
Eξn = 0 or Eξ (ϕ) = 0 respectively, i.e. to the case whenf0 = 0 in the canonical
representation. If
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ξ (ϕ) =
∞

∑
k=1

1
k!

∫
ϕ̃(x1 + · · ·+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk),

then

ξ (ϕA
t ) =

∞

∑
k=1

1
k!

tν

A(t)

∫
ϕ̃(t(x1 + · · ·+xk)) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk)

with the functionϕA
t defined in (1.3). Define the spectral measuresGt by the formula

Gt(A) = G(tA). Then we have by Lemma 4.6

ξ (ϕA
t )

∆
=

∞

∑
k=1

1
k!

tν

A(t)

∫
ϕ̃(x1 + · · ·+xk) fk

(x1

t
, . . . ,

xk

t

)
ZGt (dx1) . . .ZGt (dxk).

If G(tB) = t2κG(B) with someκ > 0 for all t > 0 andB∈Bν , fk(λx1, . . . ,λxk) =
λ ν−κk−α fk(x1, . . . ,xk), andA(t) is chosen asA(t) = tα , then Theorem 4.5 (with the

choiceG′(B) = G(tB) = t2κG(B)) implies thatξ (ϕA
t )

∆
= ξ (ϕ). Hence we obtain the

following

Theorem 6.2.Let a generalized random fieldξ (ϕ) be given by the formula

ξ (ϕ) =
∞

∑
k=1

1
k!

∫
ϕ̃(x1 + · · ·+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk). (6.6)

If fk(λx1, . . . ,λxk) = λ ν−κk−α fk(x1, . . . ,xk) for all k, (x1, . . . ,xk) ∈ Rkν andλ > 0,
G(λA) = λ 2κG(A) for all λ > 0 and A∈ Bν , thenξ is a self-similar random field
with parameterα.

The discrete time version of this result can be proved in the same way. It states
the following

Theorem 6.2′. If a discrete random fieldξn, n∈ Zν , has the form

ξn =
∞

∑
k=1

1
k!

∫
χ̃n(x1 + · · ·+xk) fk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk), n∈ Zν , (6.7)

and fk(λx1, . . . ,λxk) = λ ν−κk−α fk(x1, . . . ,xk) for all k, G(λA) = λ 2κG(A), thenξn

is a self-similar random field with parameterα.

Theorems 6.2 and 6.2′ enable us to construct self-similar random fields. Never-
theless, we have to check whether formulas (6.6) and (6.7) are meaningful. The hard
part of this problem is to check whether

∑ 1
k!

∫
|χ̃n(x1 + · · ·+xk)|2| fk(x1, . . . ,xk)|2G(dx1) . . .G(dxk) < ∞,

or whether
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∑ 1
k!

∫
|ϕ̃(x1 + · · ·+xk)|2| fk(x1, . . . ,xk)|2G(dx1) . . .G(dxk) < ∞ for all ϕ ∈ S .

To investigate when these expressions are finite is a rather hard problem in the gen-
eral case. The next result enables us to prove the finiteness of these expressions in
some interesting cases.

Let us define the measureG

G(A) =
∫

A
|x|2κ−νa

(
x
|x|

)
dx, A∈ B

ν , (6.8)

wherea(·) is a non-negative, measurable and even function on theν-dimensional
unit sphereSν−1, and κ > 0. (The conditionκ > 0 is imposed to guarantee the
relationG(A) < ∞ for all bounded setsA∈ Bν .) We prove the following

Proposition 6.3.Let the measure G be the same as in formula (6.8).

(a) If the function a(·) is bounded on the unit sphere Sν−1, and ν
k > 2κ > 0, then

D(n) =
∫

|χ̃n(x1 + · · ·+xk)|2G(dx1) . . .G(dxk) < ∞ for all n ∈ Zν ,

and

D(ϕ) =
∫

|ϕ̃(x1 + · · ·+xk)|2G(dx1) . . .G(dxk)

≤C
∫

(1+ |x1 + · · ·+xk)|2)−pG(dx1) . . .G(dxk) < ∞

for all ϕ ∈ S and p> ν
2 with some C= C(ϕ, p) < ∞.

(b) If there is a constant C> 0 such that a(x) > C in a neighbourhood of a point
x0 ∈ Sν−1, and either2κ ≤ 0 or 2κ ≥ ν

k , then the integrals D(n) are divergent,
and the same relation holds for D(ϕ) with someϕ ∈ S .

Proof of Proposition 6.3. Proof of Part (a)
We may assume thata(x) = 1 for all x∈ Sν−1. Define

Jκ,k(x) =

∫

x1+···+xk=x
|x1|2κ−ν · · · |xk|2κ−ν dx1 . . . dxk, x∈ Rν ,

for k ≥ 2, wheredx1 . . . dxk denotes the Lebesgue measure on the hyperplanex1 +
· · ·+xk = x, and letJκ,1(x) = |x|2κ−ν . We have

Jκ,k(λx) = |λ |k(2κ−ν)+(k−1)νJκ,k(x),= |λ |2kκ−νJκ,k(x), x∈ Rν λ > 0,

because of the homogeneity of the integral. We can write, because of (6.8) with
a(x) ≡ 1

D(n) =
∫

Rν
|χ̃n(x)|2Jκ,k(x)dx, (6.9)
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and
D(ϕ) =

∫

Rν
|ϕ̃(x)|2Jκ,k(x)dx.

We prove by induction onk that

Jκ,k(x) ≤C(κ,k)|x|2κk−ν (6.10)

with an appropriate constantC(κ,k) < ∞ if ν
k > 2κ > 0.

We have
Jκ,k(x) =

∫
Jκ,k−1(y)|x−y|2κ−ν dy.

Hence

Jκ,k ≤ C(κ,k−1)
∫

|y|(2κ(k−1)−ν |x−y|2κ−ν dy

= C(κ,k−1)|x|2κk−ν
∫

|y|(2κ(k−1)−ν
∣∣∣∣

x
|x| −y

∣∣∣∣
2κ−ν

dy= C(κ,k)|x|2κk−ν ,

since
∫ |y|(2κ(k−1)−ν

∣∣∣ x
|x| −y

∣∣∣
2κ−ν

dy< ∞.

The last integral is finite, since its integrand behaves at zero asymptotically
asC|y|2κ(k−1)−ν , at the pointe = x

|x| ∈ Sν−1 asC2|y− e|2κ−ν and at infinity as

C3|y|2κk−2ν . Relations (6.9) and (6.10) imply that

D(n) ≤ C′
∫

|χ̃0(x)|2|x|2κk−ν dx≤C′′
∫

|x|2κk−ν
ν

∏
l=1

1

1+ |x(l)|2 dx

≤ C′′′
∫

|x(1)|= max
1≤l≤ν

|x(l |
|x(1)|2κk−ν

ν

∏
l=1

1

1+ |x(l)|2 dx

=
∞

∑
p=0

C′′′
∫

|x(1)|= max
1≤l≤ν

|x(l |, 2p≤|x(1)|<2p+1
+C′′′

∫

|x(1)|= max
1≤l≤ν

|x(l |,|x(1)|<1
.

The second term in the last sum can be simply bounded by a constant, sinceB ={
x: |x(1)| = max

1≤l≤ν
|x(l |, |x(1)| < 1

}
⊂ {x: |x| ≤√

ν}, and|x(1)|2κk−ν
ν
∏
l=1

1
1+|x(l)|2 ≤

const.|x|2κk−ν on the setB. Hence

D(n) ≤C1

∞

∑
p=0

2p(2κk−ν)

[∫ ∞

−∞

1
1+x2 dx

]ν
+C2 < ∞.

We have|ϕ(x)| ≤ C(1+ |x2|)−p with someC > 0 andD > 0 if ϕ ∈ S . The proof
of the estimateD(ϕ) < ∞ for ϕ ∈ S is similar but simpler.

Proof of Part (b).Define, similarly to the functionJκ,k the function
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Jκ,k,a(x) =
∫

x1+···+xk=x
|x1|2κ−νa

(
x1

|x1|

)
· · · |xk|2κ−νa

(
xk

|xk|

)
dx1 . . . dxk, x∈ Rν ,

wheredx1 . . . dxk denotes the Lebesgue measure on the hyperplanex1+ · · ·+xk = x.
Since

Jκ,k,a(x) ≥
∫

y: |y|<( 1
2+α)|x|, |y−x|<( 1

2+α)|x|
Jκ,k−1,a(y)a

(
x−y
|x−y|

)
|x−y|2κ−ν dy

with an arbitraryα > 0 an argument similar to the one in Part (a) shows that

Jκ,k,a(x)

{
≥ C̄(κ,k)|x|2κk−ν if ν

k > 2κ > 0,
= ∞ if κ ≤ 0 or 2κ ≥ ν

k

if x
|x| is close to such a pointx0 ∈ Sν−1 in whose small neighbourhood the function

a(·) is separated from zero. Since|χ̃n(x)|2 > 0 for almost allx∈ Rν ,

D(n) =
∫

|χ̃n(x)|2Jκ,k,a(x)dx= ∞

under the conditions of Part (b). SimilarlyD(ϕ) = ∞ if |ϕ̃(x)|2 > 0 for almost all
x ∈ Rν . We remark that the conditions in Part (b) can be weakened. Itwould have
been enough to assume thata(x) > 0 on a set of positive Lebesgue measure inSν−1.
⊓⊔

Theorem 6.2 and 6.2′ together with Proposition 6.3 have the following

Corollary 6.4. The formulae

ξn =
M

∑
k=1

∫
χ̃n(x1 + · · ·+xk)

k

∏
l=1

(
|xl |−κ+(ν−α)/k ·bk

(
xl

|xl |

))

ZG(dx1) . . .ZG(dxk), n∈ Zν ,

and

ξ (ϕ) =
M

∑
k=1

∫
ϕ̃(x1 + · · ·+xk)

k

∏
l=1

(
|xl |−κ+(ν−α)/k ·bk

(
xl

|xl |

))

ZG(dx1) . . .ZG(dxk), ϕ ∈ S ,

define self-similar random fields with self-similarity parameterα if G is defined by
formula (6.8), the parameterα satisfies the inequalityν2 < α < ν , and the functions
a(·) (in the definition of the measure G(·) in (6.8), b1(·),. . . bk(·) are bounded even
functions on Sν−1.

The following observation may be useful when we want to proveCorollary 6.4.
We can replaceξn by another random field with the same distribution. Thus we can
write, by exploiting Theorem 4.5,
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ξn =
M

∑
k=1

χ̃n(x1 + · · ·+xk)ZG′(dx1) . . .ZG′(dxk), n∈ Zν ,

with random spectral measureZG′ corresponding to the spectral measureG′(dx) =
b( x

|x| )
2|x|−2κ+2(ν−α)/kG(dx) = a( x

|x| )b( x
|x| )

2|x|−ν+2(ν−α)/k dx. In the case of gener-
alized random fields a similar argument can be applied.

Remark 6.5.The estimate onJκ,k and the end of the of Part (a) in Proposition 6.3
show that the self-similar random field

ξ (ϕ) =
M

∑
k=1

∫
ϕ̃(x1 + · · ·+xk)|x1 + · · ·+xk|pu

(
x1 + · · ·+xk

|x1 + · · ·+xk|

)

k

∏
l=1

(
|xl |−κ+(ν−α)/k ·bk

(
xl

|xl |

))
ZG(dx1) . . .ZG(dxk), ϕ ∈ S ,

and

ξn =
M

∑
k=1

∫
χ̃n(x1 + · · ·+xk)|x1 + · · ·+xk|pu

(
x1 + · · ·+xk

|x1 + · · ·+xk|

)

k

∏
l=1

(
|xl |−κ+(ν−α)/k ·bk

(
xl

|xl |

))
ZG(dx1) . . .ZG(dxk), n∈ Zν ,

are well defined ifG is defined by formula (6.8),a(·), b(·) andu(·) are bounded
even functions onSν−1, ν

2 < α < ν , andα − p < ν in the generalized andν−1
2 <

α − p < ν is the discrete random field case. The self-similarity parameter of these
random fields isα − p. We remark that in the casep > 0 this class of self-similar
fields also contains self-similar fields with self-similarity parameter less thanν2 .

In proving the statement of Remark 6.5 we have to check the integrability
conditions needed for the existence of the Wiener–Itô integralsξ (ϕ) and ξn. To
check them it is worth remarking that in the proof of Part (a) of Proposition 6.3
we proved the estimateJκ̄,k(x) ≤ C(κ̄,k)|x|2κ̄k−ν . We want to apply this inequal-
ity in the present case with the choicēκ = ν−α

k . Then arguing similarly to the
proof of Part (a) of Proposition 6.3 we get to the problem whether the relations∫ |χ̃n(x)|2|x|2p+2(ν−α)−ν dx< ∞ and

∫ |ϕ̃(x)|2|x|2p+2(ν−α)−ν dx< ∞ if ϕ ∈ S hold
under the conditions of Remark 6.5. They can be proved by means of the argument
applied at the end of the proof of Part (a) of Proposition 6.3.

The following question arises in a natural way. When do different formulas sat-
isfying the conditions of Theorem 6.2 or Theorem 6.2′ define self-similar random
fields with different distributions? In particular: Are theself-similar random fields
constructed via multiple Wiener–Itô integrals necessarily non-Gaussian? We can-
not give a completely satisfactory answer for the above question, but our former
results yield some useful information. Let us substitute the spectral measureG by
G′ such thatG(dx)

G′(dx) = |g2(x)|2, g(−x) = g(x) and the functions|xl |−κ+(ν−α)/kb( xl
|xl | )
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by b( xl
|xl | )g(xl )|xl |−κ+(ν−α)/k in Corollary 6.4. By Theorem 4.4 the new field has

the same distribution as the original one. On the other hand,Corollary 5.4 helps
us to decide whether two random variables have different moments, and therefore
different distributions. Let us consider e.g. a moment of odd order of the random
variablesξn or ξ (ϕ) defined in Corollary 6.4. It is clear that allhγ ≥ 0. Moreover, if
bk(x) does not vanish for some even numberk, then there exists ahγ > 0 in the sum
expressing an odd moment ofξn or ξ (ϕ). Hence the odd moments ofξn or ξ (ϕ) are
positive in this case. This means in particular that the self-similar random fields de-
fined in Corollary 6.4 are non-Gaussian ifbk is non-vanishing for some evenk. The
next result shows that the tail behaviour of multiple Wiener–Itô integrals of different
order is different.

Theorem 6.6.Let G be a spectral measure and ZG a random spectral measure
corresponding to G. For all h∈ H m

G there exist some constants K1 > K2 > 0 and
x0 > 0 depending on the function h such that

e−K1x2/m ≤ P(|IG(h)| > x) ≤ e−K2x2/m

for all x > x0.

Remark.As the proof of Theorem 6.6 shows the constantK2 in the upper bound
of the above estimate can be chosen asKm = Cm(EIG(h)2)−1/m with a constantCm

depending only on the orderm of the Wiener–It̂o integral of IG(h). This means
that for a fixed numberm the constantK2 in the above estimate can be chosen as
a constant depending only on the variance of the random variable IG(h). On the
other hand, no simple characterization of the constantK1 > 0 appearing in the lower
bound of this estimate is known.

Proof of Theorem 6.6. (a) Proof of the upper estimate.
We have

P(|IG(h)| > x) ≤ x2NE(IG(h)|2N).

By Corollary 5.6

E(IG(h)|2N) ≤ C̄(m,N)[E(IG(h)2)]N ≤ C̄(m,N)CN
1 ,

and by a simple combinatorial argument we obtain that

C̄(m,N) ≤ (2Nm−1)(2Nm−3) · · ·1
(m! )N ,

since the numerator on the right-hand side of this inequality equals the number of
complete diagrams|Γ̄ (m, . . . ,m︸ ︷︷ ︸

2N times

)| if vertices from the same row can also be con-

nected. Multiplying the inequalities

(2nM−2 j −1)(2Nm−2 j −1−2N) · · ·(2Nm−2 j −1−2N(m−1)) ≤ (2N)mm!,

j = 1, . . . ,N, we obtain that
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C̄(m,N) ≤ (2N)mN.

(This inequality could be sharpened, but it is sufficient forour purpose.) Choose a
sufficiently small numberα > 0, and defineN = [αx2/m], where[·] denotes integer
part. With this choice we have

P(|IG(h)| > x) ≤ (x−2(2α)mx2)NCN
1 = [C1(2α)m]N ≤ e−K2x2/m

,

if α is chosen in such a way thatC1(2α)m ≤ 1
e, K2 = α

2 , andx > x0 with an appro-
priatex0 > 0.

(b) Proof of the lower estimate.
First we reduce this inequality to the following statement.Let Q(x1, . . . ,xk)

be a homogeneous polynomial of orderm (the numberk is arbitrary), andξ =
(ξ1, . . . ,ξk) ak-dimensional standard normal variable. Then

P(Q(ξ1, . . . ,ξk) > x) ≥ e−Kx2/m
(6.11)

if x > x0, where the constantsK > 0 andx0 > 0 may depend on the polynomialQ.
By the results of Chapter 4,IG(h) can be written in the form

IG(h) = ∑
j1+···+ j l =m

Ck1,...,kl
j1,..., j l

H j1(ξk1) · · ·H jk(ξkl ), (6.12)

whereξ1,ξ2, . . . are independent standard normal random variables,Ck1,...,kl
j1,..., j l

are ap-
propriate coefficients, and the right-hand side of (6.12) isconvergent inL2 sense. Let
us fix a sufficiently large integerk, and let us consider the conditional distribution
of the right-hand side of (6.12) under the conditionξk+1 = xk+1,ξk+2 = xk+2, . . . ,
where the numbersxk+1,xk+2, . . . are arbitrary. This conditional distribution coin-
cides with the distribution of the random variableQ(ξ1, . . . ,ξk,xk+1,xk+2, . . .) with
probability 1, where the polynomialQ is obtained by substitutingξk+1 = xk+1,
ξk+2 = xk=2, . . . into the right-hand side of (6.12). It is clear that all thesepoly-
nomialsQ(ξ1, . . . ,ξk,xk+1,xk+2, . . .) are of orderm if k is sufficiently large. It is
sufficient to prove that

P(|Q(ξ1, . . . ,ξk,xk+1,xk+2, . . .)| > x) ≥ e−Kx2/m

for x > x0, where the constantsK > 0 andx0 > 0 may depend on the polynomialQ.
Write

Q(ξ1, . . . ,ξk,xk+1,xk+2, . . .) = Q1(ξ1, . . . ,ξk)+Q2(ξ1, . . . ,ξk)

whereQ1 is a homogeneous polynomial of orderm, and Q2 is a polynomial of
order less thanm. The polynomialQ2 can be rewritten as the sum of finitely many
Wiener–It̂o integrals with multiplicity less thanm. Hence the already proved part of
Theorem 6.6 implies that

P(Q2(ξ1, . . . ,ξk) > x) ≤ e−q̄Kx2/(m−1)
.
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(We may assume thatm≥ 2). Then an application of relation (6.11) toQ1 implies
the remaining part of Theorem 6.6, thus it suffices to prove (6.11).

If Q(·) is a polynomial ofk variables, then there exist someα > 0 andβ > 0
such that

λ
(∣∣∣∣Q

(
x1

|x| , . . . ,
xk

|x|

)∣∣∣∣> α
)

> β ,

where|x|2 =
k
∑
j=1

x2
j , andλ denotes the Lebesgue measure on thek-dimensional unit

sphereSk−1. Exploiting that|ξ | and ξ
|ξ | are independent,ξ|ξ | is uniformly distributed

on the unit sphereSk−1, andP(|ξ |> x)≥ ce−x2
for ak-dimensional standard normal

random variable, we obtain that

P(|Q(ξ1, . . . ,ξk)| > x) ≥ βP
(
|ξ |m >

x
α

)
> e−Kx2/m

,

if the constantsK andx are sufficiently large. Theorem 6.6 is proved. ⊓⊔
Theorem 6.6 implies in particular that Wiener–Itô integrals of different multiplic-

ity have different distributions. A bounded random variable measurable with respect
to theσ -algebra generated by a stationary Gaussian field can be expressed as a sum
of multiple Wiener–It̂o integrals. Another consequence of Theorem 6.6 is the fact
that the number of terms in this sum must be infinite.

In Theorems 6.2 and 6.2′ we have defined a large class of self-similar fields. The
question arises whether this class contains self-similar fields such that the distribu-
tions of their random variables tend to one (or zero) at infinity (at minus infinity)
much faster than the normal distribution functions do. Thisquestion has been un-
solved by now. By Theorem 6.6 such fields, if any, must be expressed as a sum of
infinitely many Wiener–It̂o integrals. The above question is of much greater impor-
tance than it may seem at first instant. Some considerations suggest that in some
important models of statistical physics self-similar fields with very fast decreasing
tail distributions appear as limit, when the so-called renormalization group transfor-
mations are applied for the probability measure describingthe state of the model
at critical temperature. (The renormalization group transformations are the transfor-
mations over the distribution of stationary fields induced by formula (1.1) or (1.3),
when AN = Nα , A(t) = tα with someα.) No rigorous proof about the existence
of such self-similar fields is known yet. Thus the real problem behind the above
question is whether the self-similar fields interesting forstatistical physics can be
constructed via multiple Wiener–Itô integrals.





Chapter 7
On the original Wiener–It ô integral

In this chapter the definition of the original Wiener–Itô integral introduced by Itô
in [18] is explained. As the arguments are very similar to those of Chapters 4 and 5
(only the notations become simpler) most proofs will be omitted.

Let a measure space(M,M ,µ) with aσ -finite measureµ be given. Letµ satisfy
the following continuity property: For allε > 0 andA∈ M , µ(A) < ∞, there exist
some disjoint setsB j ∈ M , j = 1, . . . ,N, with some integerN such thatµ(B j) < ε

for all 1≤ j ≤ N, andA =
N⋃

j=1
B j . We introduce the following definition.

Definition of (Gaussian) random orthogonal measures.A system of random vari-
ables Zµ(A), A∈ M , µ(A) < ∞, is called a Gaussian random orthogonal measure
corresponding to the measureµ if

(i) Zµ(A1), . . . ,Zµ(Ak) are independent Gaussian random variables if the sets
A j ∈ M , µ(A j) < ∞, j = 1, . . . ,k, are disjoint.

(ii) EZµ(A) = 0, EZµ(A)2 = µ(A).

(iii) Z µ

(
k⋃

j=1
A j

)
=

k
∑
j=1

Zµ(Ak) with probability 1 if A1, . . . ,Ak are disjoint sets.

Remark.There is the following equivalent version for the definitionof random or-
thogonal measures: The system of random variables system ofrandom variables
Zµ(A), A∈ M , µ(A) < ∞, is a Gaussian random orthogonal measure correspond-
ing to the measureµ if

(i′) Zµ(A1), . . . ,Zµ(Ak) are (jointly) Gaussian random variables for all setsA j ∈
M , µ(A j) < ∞, j = 1, . . . ,k.

(ii ′) EZµ(A) = 0, andEZµ(A)Zµ(B) = µ(A∩B) if A, B∈M , µ(A) < ∞, µ(B) <
∞.

It is not difficult to see that properties (i), (ii) and (iii) imply relations (i′) and (ii′).
On the other hand, it is clear that (i′) and (ii′) imply (i) and (ii). To see that they also
imply relation (iii) observe that under these conditions
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E

[
Zµ

(
k⋃

j=1

A j

)
−

k

∑
j=1

Zµ(Ak)

]2

= 0

if A1, . . . ,Ak are disjoint sets.
The second characterization of random orthogonal measuresmay help to show

that for any measure space(M,M ,µ) with a σ -finite measureµ there exists a
Gaussian random orthogonal measure corresponding to the measureµ . The main
point in checking this statement is the proof that for any sets A1, . . . ,Ak ∈ M ,
µ(A j) < ∞, 1≤ j ≤ k, there exists a Gaussian random vector(Zµ(A1), . . . ,Zµ(Ak)),
EZµ(A j) = 0, with correlationEZµ(Ai)Zµ(A j) = µ(Ai ∩A j) for all 1≤ i, j ≤ k. To
prove this we have to show that the corresponding covariancematrix is really posi-
tive definite, i.e.∑

i, j
ci c̄ j µ(Ai ∩A j)≥ 0 for an arbitrary vector(c1, . . . ,ck). But this fol-

lows from the observation∑
i, j

ci c̄ j χAi∩A j (x) = ∑
i, j

ci c̄ j χAi (x)χA j (x) =

∣∣∣∣∑
i

ci χAi (x)

∣∣∣∣
2

≥ 0

for all x ∈ M, if we integrate this inequality with respect to the measureµ in the
spaceM.

We define the real Hilbert spaces̄K n
µ , n = 1,2, . . . . The space ¯K n

µ consists of
the real-valued measurable functions over(M×·· ·×M︸ ︷︷ ︸

n times

, M ×·· ·×M︸ ︷︷ ︸
n times

) such that

‖ f‖2 =
∫

| f (x1, . . . ,xn)|2µ(dx1) . . .µ(dxn) < ∞,

and the last formula defines the norm in̄K n
µ . Let K n

µ denote the subspace of̄K n
µ

consisting of the functionsf ∈ ¯K n
µ such that

f (x1, . . . ,xn) = f (xπ(1), . . . ,xπ(n)) for all π ∈ Πn.

Let the spaces ¯K 0
µ andK 0

µ consist of the real constants with the norm‖c‖ = |c|.
Finally we define the Fock space ExpKµ which consists of the sequencesf =
( f0, f1, . . .), fn ∈ K n

µ , n = 0,1,2, . . . , such that

‖ f‖2 =
∞

∑
n=0

1
n!
‖ fn‖2 < ∞.

Given a random orthogonal measureZµ corresponding toµ , let us introduce the
σ -algebraF = σ(Zµ(A) : A∈M , µ(A) < ∞). LetK denote the real Hilbert space
of square integrable random variables measurable with respect to theσ -algebraF .
Let K≤n denote the subspace that is the closure of the linear space containing the
polynomials of the random variablesZµ(A) of order less than or equal ton. Let Kn

be the orthogonal completion ofK≤n−1 to K≤n. (The norm is defined as‖ξ‖2 =
Eξ 2 in these Hilbert spaces.)

The multiple Wiener–It̂o integrals with respect to the random orthogonal measure
Zµ , to be defined below, give a unitary transformation from ExpKµ to K . We
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shall denote these integrals by
∫ ′ to distinguish them from the Wiener–Itô integrals

defined in Chapter 4.
First we define the class of simple functionsˆ̄K n

µ ⊂ ¯K n
µ . A function f ∈ ¯K n

µ is in
ˆ̄

K n
µ if there exists a finite system of disjoint sets∆1, . . . ,∆N, with ∆ j ∈M , µ(∆ j) <

∞, j = 1, . . . ,N, such thatf (x1, . . . ,xn) is constant on the sets∆ j1 ×·· ·×∆ jn if the
indices j1, . . . , jn are disjoint, andf (x1, . . . ,xn) equals zero outside these sets. We
define

∫ ′
f (x1, . . . ,xn)Zµ(dx1) . . .Zµ(dxn) = ∑ f (x j1, . . . ,x jn)Zµ(∆ j1) · · ·Zµ(∆ jn)

for f ∈ ˆ̄
K n

µ , wherexk ∈ ∆k, k = 1, . . . ,N.

Let ˆK n
µ = ˆ̄

K n
µ ∩K n

µ . The random variables

I ′µ( f ) =
1
n!

∫ ′
f (x1, . . . ,xn)Zµ(dx1) . . .Zµ(dxn), f ∈ ˆ̄

K
n

µ ,

have zero expectation, integrals of different order are orthogonal,

I ′µ( f ) = I ′µ(Sym f ), and Symf ∈ ˆK
n

µ if f ∈ ˆ̄
K

n
µ ,

EI′µ( f )2 ≤ 1
n!
‖ f‖2 if f ∈ ˆ̄

K
n

µ , (7.1)

and (7.1) holds with equality iff ∈ ˆK n
µ .

It can be seen that̂̄K n
µ is dense in ¯K n

µ in theL2(µn) norm. (This is a statement
analogous to Lemma 4.1, but its proof is simpler. Hence relation (7.1) enables us
to extend the definition of then-fold Wiener–It̂o integrals over ¯K n

µ . All the above

mentioned relations remain valid iff ∈ ˆ̄
K n

µ is substituted byf ∈ ¯K n
µ , and f ∈ ˆK n

µ
is substituted byf ∈ K n

µ . We formulate It̂o’s formula for these integrals. It can be
proved similarly to Theorem 4.3 with the help of the diagram formula.

Theorem 7.1. (Itô’s formula.) Let ϕ1, . . . ,ϕm, ϕ j ∈ K 1
µ for all 1 ≤ j ≤ m, be an

orthonormal system in L2µ . Let some positive integers j1, . . . , jm be given, put j1 +
· · ·+ jm = N, and define for all i= 1, . . . ,N

gi = ϕ1 for 1≤ i ≤ j1, and gi = ϕs for j1 + · · ·+ js−1 < i ≤ j1 + · · ·+ js.

Then

H j1

(∫ ′
ϕ1(x)Zµ(dx)

)
· · ·H jm

(∫ ′
ϕm(x)Zµ(dx)

)

=
∫ ′

g1(x1) · · ·gN(xN)Zµ(dx1) . . .Zµ(dxN)

=
∫ ′

Sym[g1(x1) · · ·gN(xN)]Zµ(dx1) . . .Zµ(dxN).
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(Let me remark that the diagram formula (Theorem 5.3) also remains valid for
this integral if we replace−x j is by x j andG(dxj) by µ(dxj), N−2|γ|+1≤ j ≤
N−|γ|, in the definition ofhγ in formula (5.1).)

It can be seen with the help of Theorem 7.1 that the transformation

I ′µ : ExpKµ → K ,

whereI ′µ( f ) =
∞
∑

n=0
I ′µ( fn), f = ( f0, f1, . . .) ∈ ExpKµ is a unitary transformation,

and so are the transformations(n!)1/2I ′µ from K n
µ to Kn.

Let us consider the special case(M,M ,µ) = (Rν ,Bν ,λ ), whereλ denotes the
Lebesgue measure inRν . A random orthogonal measure corresponding toλ is called
the white noise. A randomspectral measurecorresponding toλ , when the Lebesgue
measure is considered as the spectral measure of a generalized field, is also called a
white noise. The next result, that can be considered as a random Plancherel formula,
establishes a connection between the two types of Wiener–Itô integrals with respect
to white noise.

Proposition 7.2.Let f = ( f0, f1, . . . ,) ∈ ExpKλ be an element of the Fock space
corresponding to the Lebesgue measure in the Euclidean space (Rν ,Bν). Then
f ′ = ( f ′0, f ′1, . . . ,) ∈ ExpHλ with the functions f′0 = f0 and f′n = (2π)−nν/2 f̃n,
n = 1,2, . . . , (where f̃n(u1, . . . ,un) =

∫
Rnν ei(x,u) fn(x1, . . . ,xn)dx1 . . . dxn with x =

(x1, . . . ,xn) and u= (u1, . . . ,un)), and

∞

∑
n=0

1
n!

∫ ′
fn(x1, . . . ,xn)Zλ (dx1) . . .Zλ (dxn)

∆
=

∞

∑
n=0

1
n!

∫
f ′n(u1, . . . ,un)Zλ (du1) . . .Zλ (dun),

where Zλ (dx) is a white noise as a random orthogonal measure, and Zλ (du) is a
white noise as a random spectral measure.

Proof of Proposition 7.2.We have

(2π)−nν/2‖ f̃n‖L2
λ

= ‖ fn‖L2
λ
,

hencef ′ ∈ ExpHλ .
Let ϕ1,ϕ2, . . . be a complete orthonormal system inL2

λ . Thenϕ ′
1,ϕ ′

2, . . . is also a
complete orthonormal system inL2

λ , and if

fn(x1, . . . ,xn) = ∑c j1,..., jnϕ j1(x1) · · ·ϕ jn(xn),

then
f ′n(u1, . . . ,un) = ∑c j1,..., jnϕ ′

j1(u1) · · ·ϕ ′
jn(un).



7 On the original Wiener–Itô integral 79

Hence an application of Itô’s formula for both types of integrals, (i.e. Theorems 4.3
and 7.1) imply Proposition 7.2. ⊓⊔
Finally we restrict ourselves to the caseν = 1. We formulate a result which reflects
a connection between multiple Wiener–Itô integrals and classical Itô integrals. Let
W(t), a ≤ t ≤ b, be a Wiener process, and let us define the random orthogonal
measureZ(dx) as

Z(A) =
∫

χA(x)W(dx), A⊂ [a,b), A∈ B
1.

Then we have the following

Proposition 7.3.Let f ∈ K n
λ [a,b), whereλ [a,b) denotes the Lebesgue measure on

the interval[a,b). Then

∫ ′
f (x1, . . . ,xn)Z(dx1) . . .Z(dxn) (7.2)

= n!
∫ b

a

(∫ tn

a

(
· · ·
(∫ t3

a

(∫ t2

a
f (t1, . . . , tn)W(dt1)

)
W(dt2)

)
. . .

)
W(dtn)

)
.

Proof of Proposition 7.3.Given a functionf ∈ ˆK n
λ [a,b), let the functionf̂ be defined

as

f̂ (x1, . . . ,xn) =

{
f (x1, . . . ,xn) if x1 < x2 < · · · < xn

0 otherwise.

It is not difficult to check Proposition 7.3 for such special functionsf ∈ ˆK n
λ [a,b) for

which the functionf̂ is the indicator function of a rectangle of the form
n
∏
j=1

[a j ,b j)

with constantsa ≤ a1 < b1 < a2 < b2 < · · · < an < bn ≤ b. Here we exploit the
relationI ′( f ) = n!I ′( f̂ ). Beside this, we have to calculate the value of the right-hand
side of formula (7.2) for such simple functionsf ∈ ˆK n

λ [a,b). A simple inductive

argument shows that it equals
n
∏
j=1

[W(b j)−W(a j)] if a≤ a1 < b1 < a2 < b2 < · · ·<

an < bn ≤ b, and it equals zero otherwise. Then a simple limiting procedure with the
help of the approximation of general functions inK n

λ [a,b) by the linear combinations
of such functions proves Proposition 7.3 in the general case. ⊓⊔

As a consequence of Proposition 7.3 in the caseν = 1 multiple Wiener–It̂o in-
tegrals can be substituted by Itô integrals in the investigation of most problems. In
the caseν = 2 there is no simple definition of Itô integrals. On the other hand, no
problem arises in generalizing the definition of multiple Wiener–It̂o integrals to the
caseν ≥ 2.





Chapter 8
Non-central limit theorems

In this chapter we investigate the problem formulated in Chapter 1, and we show
how the technique of Wiener–Itô integrals can be applied for the investigation of
such a problem. We restrict ourselves to the case of discretefields, although the
case of generalized fields can be discussed in almost the sameway. We also present
some generalizations of these results which can be proved ina similar way. But the
proof of these results will be omitted. They can be found in [9]. First we recall the
following

Definition 8A. (Definition of slowly varying functions.) A function L(t), t ∈ [t0,∞),
t0 > 0, is said to be a slowly varying function (at infinity) if

lim
t→∞

L(st)
L(t)

= 1 for all s > 0.

We shall apply the following description of slowly varying functions.

Theorem 8A. (Karamata’s theorem.)If a slowly varying function L(t) is bounded
on every finite interval, then it can be represented in the form

L(t) = a(t)exp

{∫ t

t0

ε(s)
s

ds

}
,

where a(t) → a0 6= 0, andε(t) → 0 as t→ ∞, and the functions a(·) and ε(·) are
bounded in every finite interval.

Let Xn, n∈ Zν , be a stationary Gaussian field with expectation zero and a corre-
lation function

r(n) = EX0Xn = |n|−αa

(
n
|n|

)
L(|n|), n∈ Zν , (8.1)

where 0< α < ν , L(t) is a slowly varying function, bounded in all finite intervals,
anda(t) is a continuous function on the unit sphereSν−1, satisfying the symmetry

81
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propertya(x) = a(−x) for all x ∈ Sν−1. Let G denote the spectral measure of the
field Xn, and let us define the measuresGN, N = 1,2, . . . , by the formula

GN(A) =
Nα

L(N)
G

(
A
N

)
, A∈ B

ν , N = 1,2, . . . . (8.2)

Now we recall the definition of vague convergence of not necessarily finite mea-
sures on a Euclidean space.

Definition of vague convergence of measures.Let Gn, n= 1,2, . . . , be a sequence
of locally finite measures over Rν , i.e. let Gn(A) < ∞ for all measurable bounded
sets A. We say that the sequence Gn vaguely converges to a locally finite measure G0

(in notation Gn
v→ G0) if

lim
n→∞

∫
f (x)Gn(dx) =

∫
f (x)G0(dx)

for all continuous functions f with a bounded support.

We formulate the following

Lemma 8.1. Let G be the spectral measure of a stationary random field witha
correlation function r(n) of the form (8.1). Then the sequence of measures GN de-
fined in (8.2) tends vaguely to a locally finite measure G0. The measure G0 has the
homogeneity property

G0(A) = t−αG0(tA) for all A ∈ B
ν and t> 0, (8.3)

and it satisfies the identity

2ν
∫

ei(t,x)
ν

∏
j=1

1−cosx( j)

(x( j))2
G0(dx) (8.4)

=
∫

[−1,1]ν
(1−|x(1)|) · · ·(1−|x(ν)|)

a
(

x+t
|x+t|

)

|x+ t|α dx, for all t ∈ Rν .

We postpone the proof of Lemma 8.1 for a while.
Formulae (8.3) and (8.4) imply that the functiona(t) and the numberα in the

definition (8.1) of a correlation functionr(n) uniquely determine the measureG0.

Indeed, by formula (8.4) they determine the (finite) measure
ν
∏
j=1

1−cosx( j)

(x( j))2 G0(dx),

since they determine its Fourier transform. Hence they alsodetermine the mea-
sureG0. (Formula (8.3) shows that this is a locally finite measure).Let us also
remark that sinceGN(A) = GN(−A) for all N = 1,2, . . . andA ∈ Bν , the relation
G0(A) = G0(−A), A ∈ Bν also holds. These properties of the measureG0 imply
that it can be considered as the spectral measure of a generalized random field. Now
we formulate
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Theorem 8.2.Let Xn, n ∈ Zν , be a stationary Gaussian field with a correlation
function r(n) satisfying relation (8.1). Let us define the stationary random fieldξ j =
Hk(Xj), j ∈ Zν , with some positive integer k, where Hk(x) denotes the k-th Hermite
polynomial with leading coefficient 1, and assume that the parameterα appearing
in (8.1) satisfies the relation0 < α < ν

k . If the random fields ZNn , N = 1,2, . . . ,
n ∈ Zν , are defined by formula (1.1) with AN = Nν−kα/2L(N)k/2 and the above
definedξ j = Hk(Xj), then their multi-dimensional distributions tend to thoseof the
random field Z∗n,

Z∗
n =

∫
χ̃n(x1 + · · ·+xk)ZG0(dx1) . . .ZG0(dxk), n∈ Zν .

Here ZG0 is a random spectral measure corresponding to the spectral measure G0

which appeared in Lemma 8.1. The functionχ̃n(·), n= (n(1), . . . ,n(ν)), is (similarly
to Chapter 6) the Fourier transform of the indicator function of theν-dimensional

unit cube
ν
∏

p=1
[n(p),n(p) +1].

Remark.The condition that the correlation functionr(n) of the random fieldXn, n∈
Zν , satisfies formula (8.1) can be weakened. Theorem 8.2 and Lemma 8.1 remain
valid if (8.1) is replaced by the slightly weaker condition

lim
T→∞

sup
n: n∈Zν , |n|≥T

r(n)

|n|−αa
(

n
|n|

)
L(|n|)

= 1,

where 0< α < ν , L(t) is a slowly varying function, bounded in all finite intervals,
anda(t) is a continuous function on the unit sphereSν−1, satisfying the symmetry
propertya(x) = a(−x) for all x∈ Sν−1.

First we explain why the choice of the normalizing constantAN in Theorem 8.2
was natural, then we explain the ideas of the proof, finally wework out the details.

It can be shown, for instance with the help of Corollary 5.5, thatEHk(ξ )Hk(η) =
E : ξ k: : ηk: = k!(Eξ η)k for a Gaussian random vector(ξ ,η) with Eξ = Eη = 0
andEξ 2 = Eη2 = 1. Hence

E(ZN
n )2 =

k!

A2
N

∑
j, l∈BN

0

r( j − l)k ∼ k!

A2
N

∑
j, l∈BN

0

| j − l |−kαak
(

j − l
| j − l |

)
L(| j − l |)k,

with the setBN
0 introduced after formula (1.1). Some calculation with the help of

the above formula shows that with our choice ofAN the expectationE(ZN
n )2 is sep-

arated both from zero and infinity, therefore this is the natural norming factor. In
this calculation we have to exploit the conditionkα < ν , which implies that in the
sum expressingE(ZN

n )2 those terms are dominant for whichj − l is relatively large,
more explicitly which are of orderN. There are const.N2ν such terms.

The fieldξn is subordinated to the Gaussian fieldXn. It is natural to rewrite it in
canonical form, and to expressZN

n via multiple Wiener–It̂o integrals. It̂o’s formula
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yields the relation

ξn = Hk

(∫
ei(n,x)ZG(dx)

)
=
∫

ei(n,x1+···+xk)ZG(dx1) . . .ZG(dxk),

whereZG is the random spectral measure adapted to the random fieldXn. Then

ZN
n =

1
AN

∑
j∈BN

n

∫
ei( j,x1+···+xk)ZG(dx1) . . .ZG(dxk)

=
1

AN

∫
ei(Nn,x1+···+xk)

ν

∏
j=1

eiN(x( j)
1 +···+x( j)

k ) −1

ei(x( j)
1 +···+x( j)

k ) −1
ZG(dx1) . . .ZG(dxk).

Let us make the substitutiony j = Nxj , j = 1, . . . ,k, in the last formula, and let
us rewrite it in a form resembling formula (6.7). To this end,let us introduce the
measuresGN defined in (8.2). By Lemma 4.6 we can write

ZN
n

∆
=
∫

fN(y1, . . . ,yk)χ̃n(y1 + · · ·+yk)ZGN(dy1) . . .ZGN(dyk)

with

fN(y1, . . . ,yk) =
ν

∏
j=1

i(y( j)
1 + · · ·+y( j)

k )(
exp
{

i 1
N (y( j)

1 + · · ·+y( j)
k )
}
−1
)

N
, (8.5)

where χ̃n(·) is the Fourier transform of the indicator function of the unit cube
ν
∏
j=1

[n( j),n( j) + 1). (It follows from Lemma 8B formulated below and the Fubini

theorem that the set, where the denominator of the functionfN disappears, i.e. the

set wherey( j)
1 + · · ·+ y( j)

k = 2lNπ with some integerl 6= 0 and 1≤ j ≤ ν has 0
GN × ·· · ×GN measure. This means that the functionsfN are well defined.) The
functions fN tend to 1 uniformly in all bounded regions, and the measuresGN tend
vaguely toG0 asN → ∞ by Lemma 8.1. These relations suggest the following lim-
iting procedure. The limit ofZN

n can be obtained by substitutingfN with 1 andGN

with G0 in the Wiener–It̂o integral expressingZN
n . We want to justify this formal

limiting procedure. For this we have to show that the Wiener–Itô integral express-
ing ZN

n is essentially concentrated in a large bounded region independent ofN. The
L2 isomorphism of Wiener–Itô integrals can help us in showing that. The next result
formulated in Lemma 8.3 is a useful tool for the justificationof the above limiting
procedure.

Before formulating this lemma we make a small digression. Itwas explained that
Wiener–It̂o integrals can be defined also with respect to random stationary fields
ZG adapted to a stationary Gaussian random field whose spectralmeasureG may
have atoms, and we can work with them similarly as in the case of non-atomic
spectral measures. Here a lemma will be proved which shows that in the proof of
Theorem 8.2 we do not need this observation, because if the correlation function of
the random field satisfies (8.1), then its spectral measure isnon-atomic.
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Lemma 8B. Let the correlation function of a stationary random field Xn, n∈ Zν ,
satisfy the relation r(n) ≤ A|n|−α with some A> 0 andα > 0 for all n ∈ Zν , n 6= 0.

Then its spectral measure G is non-atomic. Moreover, all hyperplanes
ν
∑
j=1

c jx( j) = d

defined with some constants cj and d have zero G measure.

Proof of Lemma 8B.Lemma 8B clearly holds ifα > ν , because in this case the
spectral measureG has even a density functiong(x) = ∑

n∈Zν

e−i(n,x)r(n). On the

other hand, thep-fold convolution of the spectral measureG with itself (on the
torusRν/2πZν ) has Fourier transform,r(n)p, n∈ Zν hence in the casep > ν

α this
function is non-atomic. Hence it is enough to show that if theconvolutionG∗G
is a non-atomic measure, then so is the measureG. But this is obvious, because if
there were a pointx ∈ Rν/2πZν such thatG({x}) > 0, thenG∗G({x+ x}) > 0
would hold, and this is a contradiction. (Here addition is taken on the torus.) It can
be proved similarly that all hyperplanes have zeroG measure. ⊓⊔

Now we formulate the following result.

Lemma 8.3.Let GN, N = 1,2, . . . , be a sequence of non-atomic spectral measures
on Rν tending vaguely to a non-atomic spectral measure G0. Let a sequence of
measurable functions KN = KN(x1, . . . ,xk), N = 0,1,2, . . . , be given such that KN ∈
H̄ k

GN
for N = 1,2, . . . . Assume further that the following properties hold: For all

ε > 0 there exist some constants A= A(ε) > 0 and N0 = N0(ε) > 0 and finitely
many rectangles P1, . . . ,PM with some cardinality M= M(ε) on Rkν which satisfy
the following conditions (a) and (b) formulated below. (We call a set P∈ Bkν a
rectangle if it can be written in the form P= L1×·· ·×Lk with some bounded open
sets Ls ∈ Bν , 1≤ s≤ k, with boundaries∂Ls of zero G0 measure, i.e. G0(∂Ls) = 0
for all 1≤ s≤ k.)

(a) The function K0 is continuous on the set B= [−A,A]kν \
M⋃

j=1
Pj , and KN → K0

uniformly on the set B as N→ ∞. Besides, the hyperplanes xp = ±A have zero
G0 measure for all1≤ p≤ ν .

(b)
∫

Rkν\B |KN(x1, . . . ,xk)|2GN(dx1) . . .GN(dxk) < ε3

k! if N = 0 or N ≥ N0, and

K0(−x1, . . . ,−xk) = K0(x1, . . . ,xk) for all (x1, . . . ,xk) ∈ Rkν .

Then K0 ∈ H̄ k
G0

, and

∫
KN(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

D→
∫

K0(x1, . . . ,xk)ZG0(dx1) . . .ZG0(dxk)

as N→ ∞, where
D→ denotes convergence in distribution.

Remark.In the proof of Theorem 8.2 or of its generalization Theorem 8.2′ for-
mulated later a simpler version of Lemma 8.3 with a simpler proof would suffice.
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We could work with such a version where the rectanglesPj do not appear. We for-
mulated this somewhat more complicated result, because it can be applied in the
proof of more general theorems, where the limit is given by such a Wiener–It̂o in-
tegral whose kernel function may have discontinuities. Thus it seemed to be better
to present such a result even if its proof is more complicated. The proof applies
some arguments of Lemma 4.1. To work out the details it seemedto be useful to
introduce some metric in the space of probability measures which metricizes weak
convergence. Although it may look a bit too technical, it made possible to carry out
some arguments in a natural way.

Proof of Lemma 8.3.Conditions (a) and (b) obviously imply that
∫

|K0(x1, . . . ,xk)|2G0(dx1) . . .G0(dxk) < ∞,

henceK0 ∈ H̄ k
G0

. Let us fix anε > 0, and let us choose someA > 0, N0 > 0 and
rectanglesP1, . . . ,PM which satisfy conditions (a) and (b) with thisε. Then

E

[∫
[1−χB(x1, . . . ,xk)]KN(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

]2

≤ k!
∫

Rkν\B
|KN(x1, . . . ,xk)|2GN(dx1) . . .GN(dxk) < ε3 (8.6)

for N = 0 orN > N0, whereχB denotes the indicator function of the setB introduced
in the formulation of condition (a).

SinceB ⊂ [−A,A]kν , andGN
v→ G0, henceGN × ·· · ×GN(B) < C(A) with an

appropriate constantC(A) < ∞ for all N = 0,1, . . . . Because of this estimate and the
uniform convergenceKN → K0 on the setB we have

E

[∫
(KN(x1, . . . ,xk)−K0(x1, . . . ,xk))χB(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

]2

≤ k!
∫

B
|KN(x1, . . . ,xk)−K0(x1, . . . ,xk)|2GN(dx1) . . .GN(dxk) < ε3 (8.7)

for N > N1 with someN1 = N1(A,ε).
First we shall reduce the proof of Lemma 8.3 to the proof of therelation

∫
K0(x1, . . . ,xk)χB(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

D→
∫

K0(x1, . . . ,xk)χB(x1, . . . ,xk)ZG0(dx1) . . .ZG0(dxk). (8.8)

with the help of formulas (8.6) and (8.7), and then we shall prove (8.8). It is simpler
to carry out this reduction with the help of some metric on thespace of probability
measure which induces weak convergence in this space. HenceI recall some classi-
cal notions and results about convergence of probability measures on a metric space
which will be useful in our considerations.
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Definition of Prokhorov metric, and its properties. Given a separable metric
space(X,ρ) with some metricρ let S denote the space of probability measures
on it. The Prokhorov metricρP is the metric in the spaceS defined by the formula
ρP(µ ,ν) = inf{ε : µ(A) ≤ ν(Aε)+ ε for all A ∈ A } for two probability measures
µ ,ν ∈ S , where Aε = {x: ρ(x,A) < ε}. The above definedρP is really a metric
on S (in particular, ρP(µ ,ν) = ρP(ν ,µ)) which metricizes the weak convergence
of probability measures in the metric space(X,ρ), i.e. µN

w→ µ0 for a sequence of
probability measures N= 0,1,2, . . . if and only if lim

N→∞
ρP(µN,µ0) = 0.

The results formulated in this definition can be found e.g. inR.M. Dudley Dis-
tances of probability measures and random variables. Ann. Math. Statist. 39, 1563–
1572 (1968)). Let us also recall the definition of weak converges of probability
measures on a metric space.

Definition of weak convergence of probability measures on a metric space.A
sequence of probability measuresµn, n = 1,2, . . . , on a metric space(X,ρ) con-
verges weakly to a probability measureµ on this space, (in notationµn

w→ µ) if
lim
n→∞

∫
f (x)µn(dx) → ∫

f (x)µ(dx) for all continuous and bounded functions on the

space(X,ρ).

I formulated the above result for probability measures in a general metric space,
but I shall work on the real line. Given a random variableξ let µ(ξ ) denote its

distribution. Let us remark that the convergenceξN
D→ ξ0 asN → ∞ of a sequence

of random variables,ξ0,ξ1,ξ2, . . . is equivalent to the statementµ(ξN)
w→ µ(ξ0)

or ρP(µ(ξN),µ(ξ0)) → 0 asN → ∞. Hence by puttingξN = k!IGN(KN(x1, . . . ,xk)),
N = 0,1,2, . . . we can reformulate the statement of Lemma 8.3 in the following way.
For all ε > 0 there exists some indexN′

0 = N′
0(ε) such thatρP(µ(ξN),µ(ξ0)) ≤ 4ε

for all N ≥ N′
0.

To prove the reduction of Lemma 8.3 to formula (8.8) let us first show that for
three random variablesξ , ξ̄ andη such thatP(|η | ≥ ε) ≤ ε the inequality

ρP(µ(ξ +η),µ(ξ̄ )) ≤ ρP(µ(ξ ),µ(ξ̄ ))+ ε (8.9)

holds.
Indeed, since{ω : ξ (ω)+η(ω) ∈ A} ⊂ {ω : ξ (ω) ∈ Aε}∪{ω : |η(ω)| ≥ ε},

we haveP(ξ + η ∈ A) ≤ P(ξ ∈ Aε) + ε for any setA ∈ B1 if P(|η | ≥ ε) ≤
ε. Besides,P(ξ ∈ Aε) ≤ P(ξ̄ ∈ Aε+δ ) + δ for all δ > ρP(µ(ξ ),µ(ξ̄ )). Hence
P(ξ + η ∈ A) ≤ P(ξ̄ ∈ Aε+δ )+ ε + δ for all A∈ B1 andδ > ρP(µ(ξ ),µ(ξ̄ )), i.e.
ρP(µ(ξ +η),µ(ξ̄ )) ≤ ε +δ , and this implies the inequalityρP(µ(ξ +η),µ(ξ̄ )) ≤
ρP(µ(ξ ),µ(ξ̄ ))+ ε.

Put

ξ (1)
N = k!IGN(K0(x1, . . . ,xk)χB(x1, . . . ,xk)),

ξ (2)
N = k!IGN(KN(x1, . . . ,xk)−K0(x1, . . . ,xk))χB(x1, . . . ,xk)),

ξ (3)
N = k!IGN(1−χB(x1, . . . ,xk))KN(x1, . . . ,xk))
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for all N = 0,1,2, . . . . With this notation it follows from relation (8.8) and the fact
that the Prokhorov metric metricizes the weak convergence that

ρP(µ(ξ (1)
N ),µ(ξ (1)

0 )) ≤ ε if N ≥ N′
1(ε)

with some threshold indexN′
1(ε). Formulas (8.6) and (8.7) together with the Chebi-

shev inequality imply thatP(|ξ (2)
N | ≥ ε) ≤ ε andP(|ξ (3)

N | ≥ ε) ≤ ε if N ≥ N′
2(ε)

or N = 0 with some threshold indexN′
2(ε). Besides, we haveξ0 = ξ (1)

0 + ξ (3)
0 and

ξN = ξ (1)
N + ξ (2)

N + ξ (3)
N for N = 1,2, . . . . The above mentioned properties of the

random variables we considered together with relation (8.9) imply that

ρP(µ(ξN),µ(ξ0)) = ρP(µ(ξ (1)
N +ξ (2)

N +ξ (3)
N ),µ(ξ (1)

0 +ξ (3)
0 ))

≤ ρP(µ(ξ (1)
N +ξ (2)

N +ξ (3)
N ),µ(ξ (1)

0 ))+ ε

≤ ρP(µ(ξ (1)
N +ξ (2)

N ),µ(ξ (1)
0 ))+2ε

≤ ρP(µ(ξ (1)
N ),µ(ξ (1)

0 ))+3ε ≤ 4ε

if N ≥ N′
0(ε) = max(N′

1(ε),N′
2(ε)). Hence Lemma 8.3 follows from (8.8).

To prove (8.8) we will show thatK0(x1, . . . ,xk)χB(x1, . . . ,xk) can be well approx-

imated by simple functions fromˆ̄
H k

G0
in the following sense. For allε ′ > 0 there

exists a simple functionfε ′ ∈ ˆ̄
H k

G0
such that

E
∫

(K0(x1, . . . ,xk)χB(x1, . . . ,xk)− fε ′(x1, . . . ,xk))
2G0(dx1) . . .G0(dxk) ≤

ε ′3

k!
(8.10)

and also

E
∫

(K0(x1, . . . ,xk)χB(x1, . . . ,xk)− fε ′(x1, . . . ,xk))
2GN(dx1) . . .GN(dxk) ≤

ε ′3

k!
(8.11)

if N ≥N0 with some threshold indexN0 = N0(ε ′,K0(·)χB(·)). Moreover, this simple
function fε ′ is adapted to such a regular systemD = {∆ j , j = ±1, . . . ,±M} whose
elements have boundaries with zeroG0 measure, i.e.G0(∂∆ j) = 0 for all 1≤ | j| ≤
M.

To prove (8.8) with the help of these estimates first I show that this function
fε ′ ∈ ˆ̄

H k
G0

satisfies the relation

∫
fε ′(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

D→
∫

fε ′(x1, . . . ,xk)ZG0(dx1) . . .ZG0(dxk)

(8.12)
as N → ∞. To prove (8.12) observe that for the regular systemD = {∆ j , j =

±1, . . . ,±M} to which the functionfε ′ ∈ ˆ̄
H k

G0
is adapted has the propertyG0(∂∆ j)=

0 for all j =±1, . . . ,±M. Besides, the spectral measuresGN are such thatGN
v→G0.



8 Non-central limit theorems 89

Hence the (Gaussian) random vectors(ZGN(∆ j), j = ±1, . . . ,±M) converge in dis-
tribution to the (Gaussian) random vector(ZG0(∆ j), j = ±1, . . . ,±M) asN → ∞.
The same can be told about the random variables we get by putting the arguments of
these random vectors to a continuous function (ofM variables). Since the integrals
in (8.12) are polynomials of these random vectors, we can apply these results for
them, and they imply relation (8.12).

Put

K0(x1, . . . ,xk)χB(x1, . . . ,xk)− fε ′(x1, . . . ,xk) = h0(x1, . . . ,xk). (8.13)

By relations (8.10), (8.11) and the Chebishev inequalityP(|k!IG0(h0)| ≥ ε ′) ≤ ε ′
andP(|k!IGN(h0) ≥ ε ′) ≤ ε ′ if N ≥ N0. SinceIGN(KN(x1, . . . ,xk)χB(x1, . . . ,xk)) =
IGN( fε ′(x1, . . . ,xk)) + hN(x1, . . . ,xk), N = 0,1,2, . . . , the above relations together
with formulas (8.12) and (8.9) (with the numberε ′ instead ofε) imply that

lim
N→∞

ρP(µ(k!IGN(K0(·)χB(·))),µ(k!IG0(K0(·)χB(·))))

= lim
N→∞

ρP(µ(k!IGN( fε ′(·)+h0(·))),µ(k!IGo( fε ′(·)+h0(·))))

≤ lim
N→∞

ρP(µ(k!IGN(h0(·))),µ(k!IG0(h0(·))))+2ε ′ = 2ε ′.

Since this inequality holds for allε ′ > 0 this implies relation (8.8). To complete the
proof of Lemma 8.3 we have to justify relations (8.10) and (8.11).

Relation (8.10) is actually a version of Lemma 4.1, but it states a slightly stronger
approximation result under the conditions of Lemma 8.3. Thestatement that for all
ε ′ the functionK0(·)χB(·) can be approximated with a simple functionfε ′(x1, . . . ,xk)
which satisfies (8.10) agrees with Lemma 4.1. But now we want to find a function
fε ′ which is adapted to such a regular systemD = {∆ j , j =±1, . . . ,±M} whose ele-
ments have the additional propertyG0(∂∆ j) = 0 for all indicesj. A function fε ′ with
these properties can be constructed by means of a slight modification of the proof of
Lemma 4.1. But in the present case we exploit that the function K0(·)χB(·) is almost
everywhere continuous with respect to the product measureGk

0 = G0×·· ·×G0︸ ︷︷ ︸
k times

.

This property is needed in the first step of the construction,where we reduce the ap-
proximation result we want to prove to a slightly modified version ofStatement A.
In this modified version we claim the good approximability ofthe indicator func-
tion of such setsA which satisfy not only the properties demanded inStatement A,
but also the relationsG0(∂A) = 0 andG0(∂A1) = 0 hold. On the other hand, we
demand the same propertyG0(∂B) = 0 about the setB whose indicator function is
the approximating function inStatement A. To carry out the reduction, needed in
this case we approximate the functionK0(·)χB(·) with such an elementary function
(a function taking finitely many values) whose level sets have boundaries with zero
Gk

0 = G0× ·· ·×G0 measure. This is possible, since the boundaries of these level
sets consist of such points where either the functionK0(·)χB(·) takes the value from
an appropriately chosen finite set, or it is discontinuous.
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To complete the reduction of our result to the new version ofStatement Awe still
have to show that if the setA can be written in the formA = A1∪ (−A1) such that
A1∩(−A1) = /0, andGk

0(∂A1) = 0, then for allη > 0 there is somēA1 = Ā1(η)⊂A1

such thatGk
0(A\ (Ā1 ∪ (−Ā1)) ≤ η , ρ(Ā1,−Ā1) > 0, andGk

0(∂ Ā1) = 0. Indeed,
there is a compact setK ⊂ A1 such thatGk(A1 ⊂ K) ≤ η

2 . Then also the relation
ρ(K,−K) = δ > 0 holds. By the Heine–Borel theorem we can find an open setG
such thatK ⊂ G⊂ Kδ/3 with Kδ/3 = {x: ρ(x,K) < δ

3}, andGk
0(∂G) = 0. Then the

setĀ1 = A1∩G satisfies the desired properties.
After making the reduction of the result we want to prove to this modified version

of Statement Awe can follow the construction of Lemma 4.1, but we choose in each
step sets with zeroG0×·· ·×G0 boundary.

A more careful analysis shows that the function constructedin such a way sat-
isfies also (8.11) forN ≥ N0 with a sufficiently large threshold indexN0. Here we
exploit thatGN

v→ G0. This may enable us to show that the estimates we need in
the construction hold not only with respect to the spectral measureG0 but also
with respect to the spectral measuresGN with a sufficiently large indexN. We
can get another explanation of the estimate (8.11) by exploiting that the function
h0(x1, . . . ,xk) defined in (8.13) is almost everywhere continuous with respect to the
measureG0 × ·· · ×G0. It can be shown that the vague convergence has similar
properties as the weak convergence, hence the above mentioned almost everywhere
continuity implies that

lim
N→∞

∫
h0(x1, . . . ,xk)GN(dx1) . . .GN(dxk) =

∫
h0(x1, . . . ,xk)G0(dx1) . . .G0(dxk).

⊓⊔
Remark.We have formulated this statement in the case whenGN is a spectral mea-
sure onRν . But it remains valid ifGN is a spectral measure on the torus of size 2CNπ
with CN → ∞ if N → ∞ if we identify this torus with the set[−CNπ,CNπ)ν ⊂ Rν in
a natural way.

Now we turn to the proof of Theorem 8.2.

Proof of Theorem 8.2.We want to prove that for all positive integersp, real numbers
c1, . . . ,cp andnl ∈ Zν , l = 1, . . . , p,

p

∑
l=1

cl Z
N
nl

D→
p

∑
l=1

cl Z
∗
nl

,

since this relation also implies the convergence of the multi-dimensional distribu-
tions. Applying the same calculation as before we get with the help of Lemma 4.6
that

p

∑
l=1

cl Z
N
nl

=
1

AN

p

∑
l=1

cl

∫
∑

j∈BN
nl

ei( j,x1+···+xk) ZG(dx1) . . .ZG(dxk),

and
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p

∑
l=1

cl Z
N
nl

∆
=
∫

KN(x1, . . . ,xk)ZGN(dx1) . . .ZGN(dxk)

with

KN(x1, . . . ,xk) =
1

Nν

p

∑
l=1

cl ∑
j∈BN

nl

exp

{
i

(
j

N
,x1 + · · ·+xk

)}

= fN(x1, . . . ,xk)
p

∑
l=1

cl χ̃nl (x1 + · · ·+xk). (8.14)

with the function fN defined in (8.5) and the measureGN defined in (8.2), where
χ̃n(·) denotes the Fourier transform of the indicator function of the unit cube

ν
∏
j=1

[n( j),n( j) +1), n = (n(1), . . .n(ν)).

Let us define the function

K0(x1, . . . ,xk) =
p

∑
l=1

cl χ̃nl (x1 + · · ·+xk)

and the measuresµN onRkν by the formula

µN(A) =
∫

A
|KN(x1, . . . ,xk)|2GN(dx1) . . .GN(dxk),

A∈ B
kν andN = 0,1, . . . , (8.15)

whereG0 is the vague limit of the measuresGN.
To prove Theorem 8.2 it is enough to show that Lemma 8.3 can be applied

with these spectral measuresGN and functionsKN. (We choose no exceptional
rectanglesPj in this application of Lemma 8.3.) SinceGN

v→ G0, andKN → K0

uniformly in all bounded regions inRkν , it is enough to show, beside the proof
of Lemma 8.1, that the measuresµN, N = 1,2, . . . , tend weakly to the (neces-
sary finite) measureµ0 which is also defined in (8.15), (in notationµN

w→ µ0), i.e.∫
f (x)µN(dx) → ∫

f (x)µ0(dx) for all continuous and bounded functionsf on Rkν .
Then this convergence implies condition (b) in Lemma 8.3. Moreover, it is enough
to show the slightly weaker statement by which there exists some finite measure
µ̄0 such thatµN

w→ µ̄0, since thenµ̄0 must coincide withµ0 because of the rela-
tionsGN

v→ G0 andKN → K0 uniformly in all bounded regions ofRkν , andK0 is a
continuous function.

There is a well-known theorem in probability theory about the equivalence be-
tween weak convergence of finite measures and the convergence of their Fourier
transforms. It would be natural to apply this theorem for proving µN

w→ µ̄0. On the
other hand, we have the additional information that the measuresµN, N = 1,2, . . . ,
are concentrated in the cubes[−Nπ,Nπ)kν , since the spectral measureG is con-
centrated in[−π,π)ν . It is more fruitful to apply a version of the above mentioned
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theorem, where we can exploit our additional information. We formulate the follow-
ing

Lemma 8.4.Let µ1,µ2, . . . be a sequence of finite measures on Rl such thatµN(Rl \
[−CNπ,CNπ)l ) = 0 for all N = 1,2, . . . , with some sequence CN → ∞ as N→ ∞.
Define the modified Fourier transform

ϕN(t) =
∫

Rl
exp

{
i

(
[tCN]

CN
,x

)}
µN(dx), t ∈ Rl ,

where[tCN] is the integer part of the vector tCN ∈ Rl . (For an x∈ Rl its integer part
[x] is the vector n∈ Zl for which x(p)−1 < n(p) ≤ x(p) if x(p) ≥ 0, and x(p) ≤ n(p) <
x(p) +1 if x(p) < 0 for all p = 1,2, . . . , l.) If for all t ∈ Rl the sequenceϕN(t) tends
to a functionϕ(t) continuous at the origin, then the measuresµN weakly tend to a
finite measureµ0, andϕ(t) is the Fourier transform ofµ0.

I make some comments on the conditions of Lemma 8.4. Let us observe that if
the measuresµN or a part of them are shifted with a vector 2πCNu with someu∈Zl ,
then their modified Fourier transformsϕN(t) do not change because of the periodic-
ity of the trigonometrical functionsei( j/CN,x), j ∈ Zl . On the other hand, these new
measures which are not concentrated in[−CNπ,CNπ)l , have no limit. Lemma 8.4
states that if the measuresµN are concentrated in the cubes[−CNπ,CNπ)l , then the
convergence of their modified Fourier transforms defined in Lemma 8.4, which is
a weaker condition, than the convergence of their Fourier transforms, also implies
their convergence to a limit measure.

Proof of Lemma 8.4.The proof is a natural modification of the proof about the
equivalence of weak convergence of measures and the convergence of their Fourier
transforms. First we show that for allε > 0 there exits someK = K(ε) such that

µN(x: x∈ Rl , |x(1)| > K) < ε for all N ≥ 1. (8.16)

As ϕ(t) is continuous at the origin there is someδ > 0 such that

|ϕ(0, . . . ,0)−ϕ(t,0, . . . ,0)| < ε
2

if |t| < δ . (8.17)

We have
0≤ Re[ϕN(0, . . . ,0)−ϕN(t,0, . . . ,0)] ≤ 2ϕN(0, . . . ,0) (8.18)

for all N = 1,2, . . . . The sequence in the middle term of (8.18) tends to

Re[ϕ(0, . . . ,0)−ϕ(t,0, . . . ,0)]

asN → ∞. The right-hand side of (8.18) is a bounded function in the variable N,
since it is convergent. Hence the dominated convergence theorem can be applied.
We get because of the conditionCN → ∞ and relation (8.17) that
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lim
N→∞

∫ [δCN]/CN

0

1
δ

Re[ϕN(0, . . . ,0)−ϕN(t,0, . . . ,0)]dt

=
∫ δ

0

1
δ

Re[ϕ(0, . . . ,0)−ϕ(t,0, . . . ,0)]dt <
ε
2

with this δ > 0. Hence

ε
2

> lim
N→∞

∫ [δCN]/CN

0

1
δ

Re[ϕN(0, . . . ,0)−ϕN(t,0, . . . ,0)]dt

= lim
N→∞

∫ (
1
δ

∫ [δCN]/CN

0
Re[1−ei[tCN]x(1)/CN ]dt

)
µN(dx)

= lim
N→∞

∫
1

δCN

[δCN]−1

∑
j=0

Re
[
1−ei jx(1)/CN

]
µN(dx)

≥ limsup
N→∞

∫

{|x(1)|>K}

1
δCN

[δCN]−1

∑
j=0

Re,
[
1−ei jx(1)/CN

]
µN(dx)

= limsup
N→∞

∫

{|x(1)|>K}

(
1− 1

δCN
Re

1−ei[δCN]x(1)/CN

1−eix(1)/CN

)
µN(dx)

with an arbitraryK > 0. (In the last but one step of this calculation we have exploited

that 1
δCN

[δCN]−1

∑
j=0

Re[1−ei jx(1)/CN ] ≥ 0 for all x(1) ∈ R1.)

Since the measureµN is concentrated in{x: x∈ Rl , |x(1)| ≤CNπ}, and

Re
1−ei[δCN]x(1)/CN

1−eix(1)/CN
=

Re
(

ie−ix(1)/2CN

(
1−ei[δCN]x(1)/CN

))

i(e−ix(1)/2CN−eix(1)/2CN)

≤ 1∣∣∣∣∣sin

(
x(1)

2CN

)∣∣∣∣∣

≤ CNπ
|x(1)|

if |x(1)| ≤CNπ, (here we exploit that|sinu| ≥ 2
π |u| if |u| ≤ π

2 ), hence we have with
the choiceK = 2π

δ

ε
2

> limsup
N→∞

∫

{|x(1)|>K}

(
1−
∣∣∣∣

π
δx(1)

∣∣∣∣
)

µN(dx) ≥ limsup
N→∞

1
2

µN(|x(1)| > K).

As the measuresµN are finite the inequalityµN(|x(1)| > K) < ε holds for each in-
dexN with a constantK = K(N) that may depend onN. Hence the above inequality
implies that formula (8.16) holds for allN ≥ 1 with a possibly larger indexK that
does not depend onN.

Applying the same argument to the other coordinates we find that for all ε > 0
there exists someC(ε) < ∞ such that
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µN

(
Rl \ [−C(ε),C(ε)]l

)
< ε for all N = 1,2, . . . .

Consider the usual Fourier transforms

ϕ̃N(t) =
∫

Rl
ei(t,x)µN(dx), t ∈ Rl .

Then

|ϕN(t)− ϕ̃N(t)| ≤ 2ε +
∫

[−C(ε),C(ε)]

∣∣∣ei(t,x)−ei([tCN]/CN,x)
∣∣∣µN(dx)

≤ 2ε +
lC(ε)

CN
µN(Rl )

for all ε > 0. Henceϕ̃N(t)−ϕN(t)→ 0 asN → ∞, andϕ̃N(t)→ ϕ(t). (Observe that
µN(Rl ) = ϕN(0) → ϕ(0) < ∞ asN → ∞, hence the measuresµN(Rl ) are uniformly
bounded, andCN → ∞ by the conditions of Lemma 8.4.) Then Lemma 8.4 follows
from standard theorems on Fourier transforms. ⊓⊔

We return to the proof of Theorem 8.2. We apply Lemma 8.4 withCN = N and
l = kν for the measuresµN defined in (8.15). Because of the middle term in (8.14)
we can write the modified Fourier transformϕN of the measureµN as

ϕN(t1, . . . , tk) =
p

∑
r=1

p

∑
s=1

crcsψN(t1 +nr −ns, . . . , tk +nr −ns)

with

ψN(t1, . . . , tr) =
1

N2ν

∫
exp

{
i
1
N

(( j1,x1)+ · · ·+( jk,xk))

}

∑
p∈BN

0

∑
q∈BN

0

exp

{
i

(
p−q

N
,x1 + · · ·+xk

)}
GN(dx1) . . .GN(dxk)

=
1

N2ν−kαL(N)k ∑
p∈BN

0

∑
q∈BN

0

r(p−q+ j1) · · · r(p−q+ jk), (8.19)

where jp = [tpN], tp ∈ Rν , p = 1, . . . ,k.
The asymptotical behaviour ofψN(t1, . . . , tk) for N → ∞ can be investigated by

the help of the last relation and formula (8.1). Rewriting the last double sum in the
form of a single sum by fixing first the variablel = p−q∈ [−N,N]ν ∩Zν , and then
summing up forl one gets

ψN(t1, . . . , tk) =
∫

[−1,1]ν
fN(t1, . . . , tk,x)dx

with
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fN(t1, . . . , tk,x)

=

(
1− [|x(1)N|]

N

)
· · ·
(

1− [|x(ν)N|]
N

)
r([xN]+ j1)
N−αL(N)

· · · r([xN]+ jk)
N−αL(N)

.

(In the above calculation we exploited that in the last sum offormula (8.19) the
number of pairs(p,q) for which p−q = l = (l1, . . . , lν) equals(N− |l1|) · · ·(N−
|lν |).)

It can be seen with the help of formula (8.1) that for allε > 0 the convergence

fN(t1, . . . , tk,x) → f0(t1, . . . , tk,x) (8.20)

holds uniformly with the limit function

f0(t1, . . . , tk,x) = (1−|x(1)|) . . .(1−|x(ν)|)
a
(

x+t1
|x+t1|

)

|x+ t1|α
. . .

a
(

x+tk
|x+tk|

)

|x+ tk|α

on the setx∈ [−1,1]ν \
k⋃

p=1
{x: |x+ tp| > ε}.

We claim that

ψN(t1, . . . , tk) → ψ0(t1, . . . , tk) =

∫

[−1,1]ν
f0(t1, . . . , tk,x)dx,

andψ0 is a continuous function.
This relation implies thatµN

w→ µ0. To prove it, it is enough to show beside
formula (8.20) that

∣∣∣∣
∫

|x+tp|<ε
f0(t1, . . . , tk,x)dx

∣∣∣∣< C(ε), p = 1, . . . ,k, (8.21)

and
∫

|x+tp|<ε
| fN(t1, . . . , tk,x)|dx< C(ε), p = 1, . . . ,k, andN = 1,2, . . . (8.22)

with a constantC(ε) such thatC(ε) → 0 asε → 0.
By Hölder’s inequality

∣∣∣∣
∫

|x+tp|<ε
f0(t1, . . . , tk,x)dx

∣∣∣∣ ≤C ∏
1≤l≤k, l 6=p

[∫

x∈[−1,1]ν
|x+ tl |−kα dx

]1/k

[∫

|x+tp|≤ε
|x+ tp|−kα dx

]1/k

≤C′εν/k−α

with some appropriateC > 0 andC′ > 0, sinceν − kα > 0, anda(·) is a bounded
function. Similarly,
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∫

|x+tp|<ε
| fN(t1, . . . , tk,x)|dx ≤ ∏

1≤l≤k, l 6=p

[∫

x∈[−1,1]ν

|r([xN]+ j l )|k
N−kαL(N)k dx

]1/k

,

[∫

|x+tp|≤ε

|r([xN]+ jp)|k
N−kαL(N)k dx

]1/k

.

It is not difficult to see, by using Karamata’s theorem, that if L(·) is a slowly
varying function which is bounded in all finite intervals, then for all numbersη > 0
andK > 0 there is a threshold indexN0 and a numberC = C(N0,η ,K) such that

L(uN) ≤Cu−ηL(N) for all 0 < u < K andN ≥ N0.

Hence formula (8.1) implies that

|r([xN]+ j l )| = |r([xN]+ [tl N]) ≤CN−αL(N)(1+ |x+ tl |−α−η), (8.23)

and

∫

|x+tp|<ε

|r([xN]+ jp)|k
N−kαL(N)k dx≤ B

∫

|x+tp|<ε
(1+ |x+ tp|−k(α+η))dx≤ B′εν−k(α+η)

∫

x∈[−1,1]ν

|r([xN]+ j l )|k
N−kαL(N)k dx≤ B′′.

for a sufficiently small constantη > 0 with some constantsB,B′,B′′ < ∞ depending
onη andtp, 1≤ p≤ k. (Let us remark that (8.23) holds also for|[xN]+ j l | ≤K1 with
someK1 > 0 independent ofN, i.e. when the argument ofr(·) is relatively small,
because|r(n)| ≤ 1 for all n∈Zν .) Therefore we get, by choosing anη > 0 such that
k(α +η) < ν , the inequality

∫

|x+tp|<ε
| fN(t1, . . . , tk,x)|dx≤Cεν/k−(α+η)

with someC < ∞. The right-hand side of this inequality tends to zero asε → 0.
Hence we proved beside (8.20) formulae (8.21) and (8.22), therefore also the rela-
tion µN

w→ µ0. This means that with our choice of the functionsKN(·) and measures
GN all conditions of Lemma 8.3 are satisfied (if we know that alsoLemma 8.1
holds), and its application yields Theorem 8.2. Thus we haveproved Theorem 8.2
with the help of Lemma 8.1. ⊓⊔

It remains to prove Lemma 8.1.

Proof of Lemma 8.1.Introduce the notation

KN(x) =
ν

∏
j=1

eix( j) −1

N(eix( j)/N −1)
, N = 1,2, . . . ,

and
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K0(x) =
ν

∏
j=1

eix( j) −1

ix( j)
.

Let us consider the measuresµN defined in formula (8.15) in the special casek = 1,
p = 1, c1 = 1. Then

µN(A) =
∫

A
|KN(x)|2GN(dx).

We have already seen in the proof of Theorem 8.2 thatµN
w→ µ0 with some finite

measureµ0, and the Fourier transform ofµ0 is

ϕ0(t) =
∫

[−1,1]ν
(1−|x(1)|) · · ·(1−|x(ν)|)

a
(

x+t
|x+t|

)

|x+ t|α dx.

Moreover, since|KN(x)|2 → |K0(x)|2 uniformly in any bounded domain, it is natu-
ral to expect thatGN

v→ G0 with G0(dx) = 1
|K0(x)|2

µ0(dx). But sinceK0(x) = 0 in
some points a direct proof of this statement would be difficult. Hence we choose a
different approach to avoid these difficulties. First we prove a result about the vague
convergence of the restrictions of the measuresGN to appropriate cubes.

We show that for allT ≥ 1 there is a finite measureGT
0 concentrated on

(−Tπ,Tπ)ν such that

lim
N→∞

∫
f (x)GN(dx) =

∫
f (x)GT

0 (dx) (8.24)

for all continuous functionsf which vanish outside the cube(−Tπ,Tπ)ν .
Let a continuous functionf vanish outside the cube(−Tπ,Tπ)ν with someT ≥

1. LetM = [ N
2T ]. Then

∫
f (x)GN(dx) =

Nα

L(N)
· L(M)

Mα

∫
f

(
N
M

x

)
GM(dx)

=
NαL(M)

MαL(N)

∫
f

(
N
M

x

)
|KM(x)|−2µM(dx)

→ (2T)α
∫

f (2Tx)|K0(x)|−2µ0(dx)

=
∫

f (x)
(2T)α

|K0(
x

2T )|2 µ0

(
dx
2T

)
asN → ∞,

becausef ( N
M x)|KM(x)|−2 vanishes outside the cube[−π,π]ν ,

f (
N
M

x)|KM(x)|−2 → f (2Tx)|K0(x)|−2 uniformly,

(the functionK0(·)−2 is continuous in the cube[−π,π]ν ,) andµM
w→ µ0 asN → ∞.

Hence relation (8.24) holds. The measuresGT
0 appearing in (8.24) are consis-



98 8 Non-central limit theorems

tent for different parametersT, i.e. GT
0 is the restriction of the measureGT ′

0 to
the cube(−Tπ,Tπ)ν if T ′ > T. This follows from the fact that

∫
f (x)GT

0 (dx) =∫
f (x)GT ′

0 (dx) for all continuous functions with support in(−T,T)ν . It can be seen
with the help of these facts that there is a locally finite measureG0 on Rν such that
GT

0 is its restriction to the cube(−Tπ,Tπ)ν , andGN
v→ G0.

Let us briefly explain why such aσ -finite measureG0 exists. The main prob-
lem is to show that the natural candidate forG0 is really a (σ -additive) measure.
To show this let us represent the measuresGT

0 as the Lebesgue–Stieltjes measures
of appropriate functions̄GT

0 (x), x∈ Rν . To define these functions let us fix a num-
ber a = (a1, . . . ,aν) such that the hyperplanesx j = a j have zeroGT

0 measures for
all 1 ≤ j ≤ ν and T. Then we can define the functionsGT

0 as ḠT
0 (x1, . . . ,xν) =

(−1)α(x)GT
0

(
ν
∏
j=1

[a j ,x j)

)
, whereα(x) denotes for a vectorx = (x1, . . . ,xν) the

number of coordinatesj, 1≤ j ≤ ν , such thatx j < a j . Then the functions̄GT
0 have

a limit function Ḡ0 as T → ∞, andG0 can be defined as the Lebesgue–Stieltjes
measure defined by this function̄G0.

As GN
v→ G0, and|KN(x)|2 → |K0(x)|2 uniformly in all bounded regions, hence

µN
v→ µ̄0, where µ̄0(A) =

∫
A |K0(x)|2G0(dx), A ∈ Bν . SinceµN

w→ µ0 the mea-
suresµ0 andµ̄0 must coincide, i.e.

µ0(A) =
∫

A
|K0(x)|2G0(dx), A∈ B

ν .

Relation (8.4) expresses the fact thatϕ0 is the Fourier transform ofµ0.
It remained to prove the homogeneity property (8.3) of the measureG0. For this

goal let us extend the definition of the measuresGN given in (8.2) to all non-negative
real numbersu. It is easy to see that the relationGu

v→ G0 asu→ ∞ remains valid.
Hence we get for all fixeds> 0 and continuous functionsf with compact support
that

∫
f (x)G0(dx) = lim

u→∞

∫
f (x)Gu(dx) = lim

u→∞

sαL(u
s)

L(u)

∫
f (sx)Gu

s
(dx)

= sα
∫

f (sx)G0(dx) =
∫

f (x)sαG0

(
dx
s

)
.

This identity implies the homogeneity property (8.3) ofG0. Lemma 8.1 is proved.
⊓⊔

The next result is a generalization of Theorem 8.2.

Theorem 8.2′. Let Xn, n∈Zν , be a stationary Gaussian field with a correlation func-
tion r(n) defined in (8.1). Let H(x) be a real function with the properties EH(Xn) = 0
and EH(Xn)

2 < ∞. Let us consider the Fourier expansion

H(x) =
∞

∑
j=1

c jH j(x), ∑c2
j j! < ∞, (8.25)
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of the function H(·) by the Hermite polynomials Hj (with leading coefficients 1). Let
k be the smallest index in this expansion such that ck 6= 0. If 0 < kα < ν in (8.1),
and the field ZNn is defined by the fieldξn = H(Xn), n∈ Zν , and formula (1.1), then
the multi-dimensional distributions of the fields ZN

n with AN = Nν−kα/2L(N)k/2 tend
to those of the fields ckZ∗

n, n∈ Zν , where the field Z∗n is the same as in Theorem 8.2.

Proof of Theorem8.2′. DefineH ′(x) =
∞
∑

j=k+1
c jH j(x) andYN

n = 1
AN

∑
l∈BN

n

H ′(Xl ). Be-

cause of Theorem 8.2 in order to prove Theorem 8.2′ it is enough to show that

E(YN
n )2 → 0 asN → ∞.

It follows from Corollary 5.5 thatEHj(Xn)Hl (Xm) = δ j,l j!(EXnXm) j = δ j,l j!r(n−
m) j , whereδ j,l = 0 if j 6= l , andδ j,l = 1 if j = l . Hence

E(YN
n )2 =

1

A2
N

∞

∑
j=k+1

c2
j j! ∑

s,t∈BN
n

[r(s− t)] j .

Some calculation yields with the help of this identity and formula (8.1) that

E(YN
n )2 =

1

A2
N

[
O(N2ν−(k+1)αL(N)k+1)+O(Nν)

]
→ 0.

Theorem 8.2′ is proved. ⊓⊔
Let us consider a slightly more general version of the problem investigated in

Theorem 8.2′. Take a stationary Gaussian random fieldXn, EXn = 0, EX2
n = 1,

n∈Zν with a correlation function satisfying relation (8.1), andthe fieldξn = H(Xn),
n∈ Zν , subordinated to it with a general functionH(x) such thatEH(Xn) = 0 and
EH(Xn)

2 < ∞. We are interested in the large-scale limit of such random fields. Take
the Hermite expansion (8.25) of the functionH(x), and letk be the smallest such
index for whichck 6= 0 in the expansion (8.25). In Theorem 8.2′ we solved this prob-
lem if 0 < kα < ν . We are interested in the question what happens in the case when
kα > ν . Let me remark that in the casekα ≥ ν the fieldZ∗

n, n∈ Zν , which appeared
in the limit in Theorem 8.2′ does not exist. The Wiener-Itô integral definingZ∗

n is
meaningless, because the integral which should be finite to guarantee the existence
of the Wiener–It̂o integral is divergent in this case. Next I formulate a general result
which contains the answer to the above question as a special case.

Theorem 8.5.Let us consider a stationary Gaussian random field Xn, EXn = 0,
EX2

n = 1, n ∈ Zn, with correlation function r(n) = EXmXm+n, m,n ∈ Zν . Take a
function H(x) on the real line such that EH(Xn) = 0 and EH(Xn)

2 < ∞. Take the
Hermite expansion (8.25) of the function H(x), and let k be smallest index in this
expansion such that ck 6= 0. If

∑
n∈Zν

|r(n)|k < ∞, (8.26)
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then the limit

lim
N→∞

EZN
n (Hl )

2 = lim
N→∞

N−ν ∑
i∈BN

n

∑
j∈BN

n

r l (i − j) = σ2
l l !

exists for all indices l≥ k, where ZNn (Hl ) is defined in (1.1) with AN = Nν/2, andξn =
Hl (Xn) with the l-th Hermite polynomial Hl (x) with leading coefficient 1. Moreover,
also the inequality

σ2 =
∞

∑
l=k

c2
l l !σ2

l < ∞

holds.
The finite dimensional distributions of the random field ZN

n (H) defined in (1.1)
with AN = Nν/2 and ξn = H(Xn) tend to the finite dimensional distributions of a
random fieldσZ∗

n with the numberσ defined in the previous relation, where Z∗
n,

n∈ Zν , are independent, standard normal random variables.

Theorem 8.5 can be applied if the conditions of Theorem 8.2′ hold with the
only modification that the conditionkα < ν is replaced by the relationkα > ν .
In this case the relation (8.26) holds, and the large-scale limit of the random field
ZN

n , n∈ Zν with normalizationAN = Nν/2 is a random field consisting of indepen-
dent standard normal random variables multiplied with the numberσ . There is a
slight generalization of Theorem 8.5 which also covers the casekα = ν . In this re-
sult we assume instead of the condition (8.26) that∑

n∈B̄N

r(n)k = L(N) with a slowly

varying functionL(·), whereB̄N = {(n1, . . . ,nν) ∈ Zν : −N ≤ n j ≤ N, 1≤ j ≤ ν},
and some additional condition is imposed which states that an appropriately defined
finite numberσ2 = lim

N→∞
σ2

N, which plays the role of the variance of the random

variables in the limiting field, exists. There is a similar large scale limit in this case
as in Theorem 8.5, the only difference is that the norming constant in this case is
AN = Nν/2L(N)1/2. This result has the consequence that if the conditions of The-
orem 8.2′ hold with the only difference thatkα = ν instead ofkα < ν , then the
large scale limit exists with norming constantsAN = Nν/2L(N) with an appropri-
ate slowly varying functionL(·), and it consists of independent Gaussian random
variables with expectation zero.

The proof of Theorem 8.5 and its generalization that we did not formulate here
explicitly appeared in paper [3]. I omit its proof, I only make some short explanation
about it.

In the proof we show that all moments of the random variablesZN
n converge to

the corresponding moments of the random variablesZ∗
n asN → ∞. The moments of

the random variablesZN
n can be calculated by means of the diagram formula if we

either rewrite them in the form of a Wiener–Itô integral or apply a version of the
diagram formula which gives the moments of Wick polynomialsinstead of Wiener–
Itô integrals. In both cases the moments can be expressed explicitly by means of
the correlation function of the underlying Gaussian randomfield. The most impor-
tant step of the proof is to show that we can select a special subclass of (closed)
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diagrams, called regular diagrams in [3] which yield the main contribution to the
momentE(ZN

n )M, and their contribution can be simply calculated. The contribution
of all remaining diagrams iso(1), hence it is negligible. For the sake of simplicity
let us restrict our attention to the caseH(x) = Hk(x), and let us explain the definition
of the regular diagrams in this special case. IfM is an even number, then take the
partitions{k1,k2}, {k3,k4},. . . ,{kM−1,kM} of the set{1, . . . ,M} to subsets consist-
ing of exactly two elements, to define the regular diagrams. They are those (closed)
diagrams for which we can choose one of the above partitions in such a way that
the diagram contains only edges connecting vertices from the k2 j−1-th andk2 j -th
row with some 1≤ j ≤ M

2 , where{k2 j−1,k2 j} is an element of the partition we have
chosen. IfM is an odd number, then there is no regular diagram.

In Theorems 8.2 and 8.2′ we investigated some very special subordinated fields.
The next result shows that the same limiting field as the one inTheorem 8.2 appears
in a much more general situation.

Let us define the field

ξn =
∞

∑
j=k

1
j!

∫
ei(n,x1+···+x j )α j(x1, . . . ,x j)ZG(dx1) . . .ZG(dxj), n∈ Zν , (8.27)

whereZG is the random spectral measure adapted to a Gaussian fieldXn, n ∈ Zν ,
with correlation function satisfying (8.1) with 0< α < ν

k .

Theorem 8.6.Let the fields ZNn be defined by formulae (8.27) and (8.1) with AN =
Nν−kα/2. The multi-dimensional distributions of the fields ZN

n tend to those of the
fieldαk(0, . . . ,0)Z∗

n where the field Z∗n is the same as in Theorem 8.2 if the following
conditions are fulfilled:

(i) αk(x1, . . . ,xk) is a bounded function, continuous at the origin, and such that
αk(0, . . . ,0) 6= 0.

(ii)

∞

∑
j=k=1

1
j!

N−( j−k)α

L(N) j−k

∫

Rjν

∣∣∣α j

(x1

N
, . . . ,

x j

N

)∣∣∣
2 1

N2ν

∣∣∣∣∣∣ ∑
j∈BN

0

ei(l/N,x1+···+x j )

∣∣∣∣∣∣

2

GN(dx1) . . .GN(dxj) → 0,

where GN is defined in (8.2).

Proof of Theorem 8.6.The proof is very similar to those of Theorem 8.2 and 8.2′.
The same argument as in the proof of Theorem 8.2′ shows that because of condi-
tion (ii) ξn can be substituted in the present proof by the following expression:

ξ ′
n =

1
k!

∫
ei(n,x1+···+xk)αk(x1, . . . ,xk)ZG(dx1) . . .ZG(dxk), n∈ Zν .

Then a natural modification in the proof of Theorem 8.2 implies Theorem 8.6. The
main point in this modification is that we have to substitute the measuresµN defined
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in formula (8.15) by the following measurēµN:

µ̄N(A) =
∫

A
|KN(x1, . . . ,xk)|2

∣∣∣αk

(x1

N
, . . . ,

xk

N

)∣∣∣
2
GN(dx1) . . .GN(dxk),

A∈ B
kν ,

and to observe that because of condition (i) the limit relation µN
w→ µ0 implies that

µ̄N
w→ |αk(0, . . . ,0)|2µ0. ⊓⊔

The main problem in applying Theorem 8.6 is to check conditions (i) and (ii).
We remark without proof that any fieldξn = H(Xs1+n, . . . ,Xsp+n), s1, . . . ,sp ∈ Zν
andn∈Zν , for whichEξ 2

n < ∞ satisfies condition (ii). This is proved in Remark 6.2
of [9]. If the conditions (i) or (ii) are violated, then a limit of different type may
appear.

Finally we quote such a result without proof. Actually the proof is similar to
that of Theorem 8.2. At this point the general formulation ofLemma 8.3 is useful.
(See [24] for a proof.) Here we restrict ourselves to the caseν = 1. The limiting
field appearing in this result belongs to the class of self-similar fields constructed in
Remark 6.5.

Let an, n = . . . ,−1,0,1, . . . , be a sequence of real numbers such that

an = C(1)n−β−1 +o(n−β−1) if n≥ 0
an = C(2)|n|−β−1 +o(|n|−β−1) if n < 0

−1 < β < 1. (8.28)

Let Xn, n = . . . ,−1,0,1, . . . , be a stationary Gaussian sequence with correlation
function r(n) = EX0Xn = |n|−αL(|n|), 0 < α < 1, whereL(·) is a slowly varying
function. Define the fieldξn, n = . . . ,−1,0,1, . . . , as

ξn =
∞

∑
m=−∞

amHk(Xm+n). (8.29)

Theorem 8.7.Let a sequenceξn, n = . . . ,−1,0,1, . . . , be defined by (8.28) and
(8.29). Let0 < kα < 1, 0 < 1−β − k

2α < 1, and let one of the following conditions
be satisfied.

(a) 0 < β < 1, and
∞
∑

n=−∞
an = 0.

(b) 0 > β > −1.

(c) β = 0, C(1) = −C(2), and
∞
∑

n=0
|an +a−n| < ∞.

Let us define the sequences ZN
n by formula (1.1) with AN = N1−β−kα/2L(N)k/2 and

the above defined fieldξn. The multi-dimensional distributions of the sequences ZN
n

tend to those of the sequences D−kZ∗
n(α,β ,a,b,c), where
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Z∗
n(α,β ,k,b,c) =

∫
χ̃n(x1 + · · ·+xk)
[
b|x1 + · · ·+xk|β + ic|x1 + · · ·+xk|β sign(x1 + · · ·+xk)

]

|x1|(α−1)/2 · · · |xk|(α−1)/2W(dx1) . . .W(dxk),

W(·) denotes the white noise field, i.e. a random spectral measurecorrespond-
ing to the Lebesgue measure, and the constants D, b and c are defined as D=
2Γ (α)cos(α

2 π), and

b= 2[C(1)+C(2)]Γ (−β )sin(β+1
2 π), and c= 2[C(1)−C(2)]Γ (−β )cos(β+1

2 π)
in cases (a) and (b), and

b =
∞
∑

n=−∞
an, and c= C(1) in case (c).





Chapter 9
History of the problems. Comments

Chapter 1.

In statistical physics the problem formulated in this chapter appeared at the investi-
gation of some physical models at critical temperature. A discussion of this problem
and further references can be found in the fourth chapter of the forthcoming book of
Ya. G. Sinai [33]. (Here and in the later part of Chapter 9 we did not change the text
of the first edition. Thus expressions like forthcoming book, recent paper, etc. refer
to the time when the original version of this Lecture Note appeared.) The first ex-
ample of a limit theorem for partial sums of random variableswhich is considerably
different from the independent case was given by M. Rosenblatt in [28]. Further
results in this direction were proved by R. L. Dobrushin, H. Kesten and F. Spitzer,
P. Major, M. Rosenblatt and M. S. Taqqu [7], [8], [9], [24], [29], [30], [34], [37]. In
most of these papers only the one-dimensional case is considered, i.e. the case when
Rν = R1, and it is formulated in a different but equivalent way. The joint distribution

of the random variablesA−1
N

Nt]

∑
j=1

ξ j , 0< t < ∞, is considered.

Similar problems also appeared in the theory of infinite particle systems. The
large-scale limit of the so-called voter model and of infinite particle branching
Brownian motions were investigated in papers [2], [6], [17], [23]. It was proved
that in these models the limit is, with a non-typical normalization, a Gaussian self-
similar field. The investigation of the large-scale limit would be very natural for
many other infinite particle systems, but in most cases this problem is hopelessly
difficult.

The notion of subordinated fields in the present context firstappeared at Do-
brushin [7]. It is natural to expect that there exists a largeclass of self-similar
fields which cannot be obtained as subordinated fields. Nevertheless the present
techniques are not powerful enough for finding them.

The approach to the problem is different in statistical physics. In statistical
physics one looks for self-similar fields which satisfy someconditions formulated
in accordance to physical considerations. One tries to describe these fields with the
help of a power series which is the Radon–Nykodim derivativeof the field with re-

105
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spect to a Gaussian field. The deepest result in this direction is a recent paper of
P. M. Bleher and M. D. Missarov [1] who can define the required formal power
series. This result enables one to calculate several critical indices interesting for
physicists, but the task of proving that this formal expression defines an existing field
seems to be very hard. It is also an open problem whether the class of self-similar
fields constructed via multiple Wiener–Itô integrals contains the non-Gaussian self-
similar fields interesting for statistical physics. Some experts are very skeptical in
this respect. The Gaussian self-similar fields are investigated in [7] and [32]. A more
thorough investigation is under preparation in [11].

The notion of generalized fields was introduced by I. M. Gelfand. A detailed
discussion can be found in the book [15], where the properties of Schwartz spaces
we need can also be found.

In the definition of generalized fields the class of test functionsS can be substi-
tuted by other linear topological spaces consisting of realvalued functions. The most
frequently considered space, beside the spaceS , is the spaceD of infinitely many
times differentiable functions with compact support. In paper [7] Dobrushin also
considered the spaceS r ⊂ S , which consists of the functionsϕ ∈ S satisfying

the additional relation
∫

x(1) j1 · · ·x(ν) jν ϕ(x)dx= 0, provided thatj1 + · · ·+ jν < r.
He considered this class of test functions, because there are much more continuous
linear functionals overS r than overS , and this property ofS r can be exploited
in certain investigations. Generally no problem arises in the proofs if the space of
test functionsS is substituted byS r or D in the definition of generalized fields.

Two generalized fieldsX(ϕ) andX̄(ϕ) can be identified ifX(ϕ)
∆
= X̄(ϕ) for all

ϕ ∈ S . Let me remark that this relation also implies that the multi-dimensional
distributions of the random vectors(X(ϕ1), . . . ,X(ϕn)) and(X̄(ϕ1), . . . , X̄(ϕn)) co-
incide for allϕ1, . . . ,ϕn ∈ S . As S is a linear space, this relation can be deduced
from property (a) of generalized fields by exploiting that two distribution functions
onRn agree if and only if their characteristic functions agree.

Let S ′ denote the space of continuous linear functionals overS , and letAS ′ be
theσ -algebra overS ′ generated by the setsA(ϕ,a) = {F : F ∈ S ′; , F(ϕ) < a},
whereϕ ∈ S anda ∈ R1 are arbitrary. Given a probability space(S ′,AS ′ ,P), a
generalized field̄X = X̄(ϕ) can be defined on it by the formulāX(ϕ)(F) = F(ϕ),
ϕ ∈ S , andF ∈ S ′. The following deep result is due to Minlos (see e.g. [15]).

Theorem. (Minlos.)Let(X(ϕ), ϕ ∈S ) be a generalized random field. There exists
a probability measure P on the measurable space(S ,AS ′) such the generalized
fieldX̄ = (X̄(ϕ), ϕ ∈S ) defined on the probability space(S̄,AS ′ ,P) by the formula

X̄(ϕ)(F) = F(ϕ), ϕ ∈ S , F ∈ S ′, satisfies the relation X(ϕ)
∆
= X̄(ϕ) for all ϕ ∈

S .

The generalized field̄X has some nice properties. Namely property (a) in the def-
inition of generalized fields holds for allF ∈S ′. MoreoverX̄ satisfies the following
strengthened version of property (b):

(b′) lim X̄(ϕn) = X̄(ϕ) in every pointF ∈ S ′ if ϕn → ϕ in the topology ofS .
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Because of this nice behaviour of the field̄X(ϕ) most authors define generalized
fields as the versions̄X defined in Minlos’ theorem. Since we have never needed
the extra properties of the field̄X we have deliberately avoided the application of
Minlos’ theorem in the definition of generalized random fields. Minlos’ theorem
heavily depends on some topological properties ofS , namely thatS is a so-called
nuclear space. Minlos’ theorem also holds if the space of test functions is substituted
by D or S r in the definition of generalized fields.

Let us finally remark that Lamperti [21] gave an interesting characterization of
self-similar random fields. LetX(t), t ∈ R1, be a continuous time stationary random

process, and define the random processY(t) = X(logt)
tα , t > 0, with someα > 0.

Then, as it is not difficult to see, the random processesY(t), t > 0, andY(ut)
uα , t > 0,

have the same finite dimensional distributions for allu > 0. This can be interpreted
so thatY(t) is a self-similar process with parameterα > 0 on the half-linet > 0.

Contrariwise, if the finite dimensional distributions of the processesY(t) and Y(ut)
uα ,

t > 0, agree for allu > 0, then the processX(t) = X(et )
eαt , t ∈ R1, is stationary. These

relations show some connection between stationary and self-similar processes. But
they have a rather limited importance in the investigationsof this work, because here
we are really interested in such random fields which are simultaneously stationary
and self-similar.

Chapter 2.

Wick polynomials are widely used in the literature of statistical physics. A detailed
discussion about Wick polynomials can be found in [12]. Theorems 2A and 2B are
well-known, and they can be found in the standard literature. Theorem 2C can be
found e.g. in Dynkin’s book [13] (Lemma 1.5). Theorem 2.1 is due to Segal [31]. It
is closely related to a result of Cameron and Martin [4]. The remarks at the end of
the chapter about the content of formula 2.1 are related to [25].

Chapter 3.

Random spectral measures were independently introduced byCramer and Kol-
mogorov [5], [20]. They could have been introduced by means of Stone’s theo-
rem about the spectral representation of one-parameter groups of unitary operators.
Bochner’s theorem can be found in any standard book on functional analysis, the
proof of the Bochner–Schwartz theorem can be found in [15]. Let me remark that
the same result holds true if the space of test functionsS is substituted byD .

Chapter 4.

The stochastic integral defined in this chapter is a version of that introduced by It̂o
in [18]. This modified integral first appeared in Totoki’s lecture note [38] in a special
form. Its definition is a little bit more difficult than the definition of the original
stochastic integral introduced by Itô, but it has the advantage that the effect of the
shift transformation can be better studied with its help. Most results of this chapter
can be found in Dobrushin’s paper [7]. The definition of Wiener–Itô integrals in the
case when the spectral measure may have atoms is new. In the new version of this
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lecture note I worked out many arguments in a more detailed form than in the old
text. In particular, in Lemma 4.1 I gave a much more detailed explanation of the
statement that all kernel functions of Wiener–Itô integrals can be well approximated
by simple functions.

Chapter 5.

Proposition 5.1 is proved for the original Wiener–Itô integrals by It̂o in [18].
Lemma 5.2 contains a well-known formula about Hermite polynomials. The main
result of this chapter, Theorem 5.3, appeared in Dobrushin’s work [7]. The proof
given there is not complete. Several non-trivial details are omitted. I felt even neces-
sary to present a more detailed proof in this note when I wrotedown its new version.
Theorem 5.3 is closely related to Feynman’s diagram formula. The result of Corol-
lary 5.5 was already known at the beginning of the XX. century. It was proved with
the help of some formal manipulations. This formal calculation was justified by
Taqqu in [35] with the help of some deep inequalities. In the new version of this
note I formulated a more general result than in the older one.Here I gave a for-
mula about the moment of products of Wick polynomials and notonly of Hermite
polynomials.

I could not find results similar to Propositions 5.6 and 5.7 inthe literature of prob-
ability theory. On the other hand, such results are well-known in statistical physics,
and they play an important role in constructive field theory.A sharpened form of
these results is Nelson’s deep hypercontractive inequality [27], which I formulate
below.

Let Xt , t ∈ T, andYt ′ , t ′ ∈ T ′ be two sets of jointly Gaussian random variables on
some probability spaces(Ω ,A ,P) and(Ω ,A ′,P′). Let H1 andH ′

1 be the Hilbert
spaces generated by the finite linear combinations∑c jXt j and∑c jYt ′j

. Let us de-

fine theσ -algebrasB = σ(Xt , t ∈ T) and B′ = σ(Yt ′ , t ′ ∈ T ′) and the Banach
spacesLp(X) = Lp(Ω ,B,P), Lp(Y) = Lp(Ω ′,B′,P′), 1≤ p ≤ ∞. Let A be linear
transformation fromH1 to H ′

1 with norm not exceeding 1. We define an operator
Γ (A) : Lp(X) → Lp′(Y) for all 1≤ p, p′ ≤ ∞ in the following way. Ifη is a homo-
geneous polynomial of the variablesXt ,

η = ∑Ct1,...,ts
j1,..., js

X j1
t1 · · ·X js

ts , t1, . . . , ts ∈ T,

then
Γ (A) : η : = ∑Ct1,...,ts

j1,..., js
: (AXt1)

j1 · · ·(AXts)
js: .

It can be proved that this definition is meaningful, i.e.Γ (A) : η : does not depend
on the representation ofη , andΓ (A) can be extended to a bounded operator from
L1(X) to L1(Y) in a unique way. This means in particular thatΓ (A)ξ is defined for
all ξ ∈ Lp(X), p≥ 1. Nelson’s hypercontractive inequality says the following. LetA
be a contraction fromH1 to H ′

1 . ThenΓ (A) is a contraction fromLq(X) to Lp(Y)
for 1≤ q≤ p provided that

‖A‖ ≤
(

q−1
p−1

)1/2

. (9.1)
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If (9.1) does not hold, thenΓ (A) is not a bounded operator fromLq(X) to Lp(Y).
A further generalization of this result can be found in [16].
The following discussion may help to understand the relation between Nelson’s

hypercontractive inequality and Corollary 5.6. Let us apply Nelson’s inequality in
the special case when(Xt , t ∈ T) = (Yt ′ , t ′ ∈ T ′) is a stationary Gaussian field with
spectral measureG, q = 2, p = 2m with some positive integerm, A = c · Id, where
Id denotes the identity operator, andc = (2m− 1)−1/2. Let H c andH c

n be the
complexification of the real Hilbert spacesH andHn defined in Chapter 2. Then
L2(X) = H c = H c

0 + H c
1 + · · · by Theorem 2.1 and formula 2.1. The operator

Γ (c · Id) equalscn · Id on the subspaceH 2
n . If hn ∈ H n

G , thenIG(hn) ∈ Hn, hence
the application of Nelson’s inequality for the operatorA = c· Id shows that

(
EIG(hn)

2m)1/2m
= c−n(E(Γ (c· Id)IG(hn))

2m)1/2m ≤ c−n(EIG(hn)
2)1/2

i.e.
EIG(hn)

2m ≤ c−2nm(EIG(hn)
2)m

= (2m−1)mn(EIG(hn)
2)m

.

This inequality is very similar to the second inequality in Corollary 5.6, only the
multiplying constants are different. Moreover, for largem these multiplying con-
stants are near to each other. I remark that the following weakened form of Nelson’s
inequality could be deduced relatively easily from Corollary 5.6. LetA: H1 →H ′

1
be a contraction‖A‖ = c < 1. Then there exists a ¯p = p̄(c) > 2 such thatΓ (A) is a
bounded operator fromL2(X) to Lp(Y) for p < p̄. This weakened form of Nelson’s
inequality is sufficient in many applications.

Chapter 6.

Theorems 6.1, 6.2 and Corollary 6.4 were proved by Dobrushinin [7]. Taqqu proved
similar results in [36], but he gave a different representation. Theorem 6.6 was
proved by H. P. Mc.Kean in [26]. The proof of the lower bound uses some ideas
from [14]. Remark 6.5 is from [24]. As Proposition 6.3 also indicates, some non-
trivial problems about the convergence of certain integrals must be solved when
constructing self-similar fields. Such convergence problems are common in statis-
tical physics. To tackle such problems the so-called power counting method (see
e.g. [22]) was worked out. This method could also be applied in this chapter. Part (b)
of Proposition 6.3 implies that the self-similarity parameterα cannot be chosen in a
larger domain in Corollary 6.4. One can ask about the behaviour of the random vari-
ablesξ j andξ (ϕ) defined in Corollary 6.4 if the self-similarity parameterα tends
to the critical valueν

2 . The variance of the random variablesξ j andξ (ϕ) tends to
infinity in this case, and the fieldsξ j , j ∈ Zν , andξ (ϕ), ϕ ∈ S , tend, after an ap-
propriate renormalization, to a field of independent normalrandom variables in the
discrete, and to a white noise in the continuous case. The proof of these results with
a more detailed discussion will appear in [10].

In a recent paper [19] Kesten and Spitzer have proved a limit theorem, where
the limit field is a self-similar field which seems not to belong to the class of self-
similar fields constructed in Chapter 6. (We cannot however,exclude the possibility
that there exists some self-similar field in the class definedin Theorem 6.2 with the
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same distribution as this field, although it is given by a completely different form.)
This self-similar field constructed by Kesten and Spitzer isthe only rigorously con-
structed self-similar field known for us that does not belongto the fields constructed
in Theorem 6.2. I describe this field, and then I make some comments.

Let B1(t) andB2(t),−∞ < t < ∞, be two independent Wiener processes. (We say
thatB(t) is a Wiener process on the real line ifB(t), t ≥ 0, andB(−t), t ≥ 0, are two
independent Wiener processes.) LetK(x, t1, t2), x∈ R1, t1 < t2, denote the local time
of the processB1 at the pointx in the interval[t1, t2]. The one-dimensional field

Zn =
∫

K(x,n,n+1)B2(dx), n = . . . ,−1,0,1, . . . ,

where the integral in the last formula is an Itô integral, is a stationary self-similar
field with self-similarity parameter34.

To see the self-similarity property one has to observe that

K(λ 1/2x,λ t1,λ t2)
∆
= λ 1/2K(x, t1, t2) for all x∈ R1, t1 < t2, andλ > 0

because of the relationB1(λu)
∆
= λ 1/2B1(u). Hence

n−1

∑
j=0

Z j
∆
= n1/2

∫
K(n−1/2x,0,1)B2(dx)

∆
= n3/4

∫
K(x,0,1)B2(dx) = n3/4Z0.

The invariance of the multi-dimensional distributions of the fieldZn under the trans-
formation (1.1) can be seen similarly.

To see the stationarity of the fieldZn we need the following two observations.

(a) K(x,s, t)
∆
= K(x+ η(s),0, t −s) with η(s) = −B1(−s). (The form ofη is not

important for us. What we need is that the pair(η ,K) is independent ofB2.)
(b) If α(x), −∞ < x < ∞, is a process independent ofB2, then

∫
α(x+u)B2(dx)

∆
=
∫

α(x)B2(dx) for all u∈ R1.

It is enough to show, because of Property (a) that
∫

K(x+η(s),0, t −s)B2(dx)
∆
=
∫

K(x,0, t −s)B2(dx).

This relation follows from property (b), because the conditional distributions of the
left and right-hand sides agree under the conditionη(s) = u, u∈ R1.

The generalized field version of the above fieldZn is the field

Z(ϕ) = −
∫ [

K(x,0, t)
dϕ
dt

dt

]
B2(dx), ϕ ∈ S .
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To explain the analogy between the fieldZn andZ(ϕ) we remark that the kernel of
the integral definingZn can be written, at least formally, as

K(x,n,n+1) =
∫

χ[n,n+1)(u)
d
du

K(x,n,u)du,

althoughK is a non-differentiable function. Substituting the function χ[n,n+1) by

ϕ ∈ S , and integrating by parts (or precisely, consideringd
duK as the derivative of

a distribution) we get the above definition ofZ(ϕ).
Using the same idea as before, a more general class of self-similar fields can

be constructed. The integrandK(x,n,n+1) can be substituted by the local time of
any self-similar field with stationary increments which is independent ofB2. Nat-
urally, it must be clarified first that this local time really exists. One could enlarge
this class also by integrating with respect to a self-similar field with stationary in-
crements, independent ofB1. The integral with respect to a field independent of the
field K(x,s, t) can be defined without any difficulty.

There seems to be no natural way to represent the above randomfields as ran-
dom fields subordinated to a Gaussian random field. On the other hand, the local
timesK(x,s, t) are measurable with respect toB1, they have finite second moments,
therefore they can be expressed by means of multiple Wiener–Itô integrals with re-
spect to a white noise field. Then the processZn itself can also be represented via
multiple Wiener–It̂o integrals. It would be interesting to know whether the above
defined self-similar fields, and probably a larger class of self-similar fields, can be
constructed in a simple natural way via multiple Wiener–Itô integrals with the help
of a randomization.

Chapter 7.

The definition of Wiener–It̂o integrals together with the proof of Theorem 7.1 and
Proposition 7.3 are given by Itô in [18]. Theorem 7.2 is proved in Taqqu’s paper [37].
He needed this result to show that the self-similar fields defined in [9] by means of
Wiener–It̂o integrals coincide with the self-similar fields defined in [37] by means
of modified Wiener–It̂o integrals.

Chapter 8.

The results of this chapter, with the exception of Theorems 8.5 and 8.7 are proved
in [9]. Theorem 8.5 is proved in [3] and Theorem 8.7 in [24]. The latter paper was
strongly motivated by [29]. Lemma 8.3 is formulated in a moregeneral form than
Lemma 3 in [9]. The present formulation is more complicated,but it is more useful
in some applications. Let me explain this in more detail. Thedifference between
the original and the present formulation of this lemma is that here we allow that the
integrandK0 in the limiting stochastic integral is discontinuous on a small subset
of Rkν , and the functionsKN may not converge on this set. This freedom can be
exploited in some applications. Indeed, let us consider e.g. the self-similar fields
constructed in Remark 6.5. In casep < 0 the integrand in the formula expressing
these fields is not continuous on the hyperplanex1+ · · ·+xn = 0. Hence, if we want
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to prove limit theorems where these fields appear as the limit, and this happens e.g.
in Theorem 8.7 then we can apply Lemma 8.3, but not its original version Lemma 3
in [9].

The example for non-central limit theorems given by Rosenblatt in [28] and its
generalization by Taqqu in [34] are special cases of Theorem8.2. In these papers
only the special caseH2(x) = x2−1 is considered. Later Taqqu [37] proved a result
similar to Theorem 8.2′, but he needed more restrictive conditions. The observation
that Theorem 8.2′ can be deduced from Theorem 8.2 is from Taqqu [34].

The method of [28] and [34] does not apply for the proof of Theorem 8.2 in the
case ofHk(x), k ≥ 3. In these papers it is proved that the moments of the random
variablesZN

n converge to the corresponding moments ofZ∗
n. (Actually a different

but equivalent statement is established in these papers.) This convergence of the

moments implies the convergenceZN
n

D→ Z∗
n if and only if the distribution ofZ∗

n is
uniquely determined by its moments.

Theorem 6.6 implies that the 2n-th moment of ak-fold Wiener–It̂o integral be-
haves similarly to the 2kn-the moment of a Gaussian random variable with zero ex-
pectation, it equalse(knlogn)/2+O(n). Hence some results about the so-called moment
problem show that the distribution of ak-fold Wiener–It̂o integral is determined by
its moments only fork = 1 andk = 2. Therefore the method of moments does not
work in the proof of Theorem 8.2 forHk(x), k≥ 3.

Throughout Chapter 8 I have assumed that the correlation function of the under-
lying Gaussian field to which our fields are subordinated satisfies formula (8.1). This
assumption seems natural, since it implies that the spectral measure of the Gaussian
field satisfies Lemma 8.1, and such a condition is needed whenZGN is substituted
by ZG0 in the limit. It can be asked whether in Theorem 8.2 formula 8.1 can be sub-
stituted by the weaker assumption that the spectral measureof the Gaussian field
satisfies Lemma 8.1. This question was investigated in Section 4 of [9]. The investi-
gation of the moments shows that the answer is negative. The reason for it is that the
validity of Lemma 8.1, unlike that of Theorem 8.2, does not depend on whether the
spectral measureG has large singularities outside the origin or not. The discussion
in [9] also shows that the Gaussian case, that is the case whenHk(x) = H1(x) = x in
Theorem 8.2, is considerably different from the non-Gaussian case. A forthcoming
paper of M. Rosenblatt [30] gives a better insight into the above question.

The limiting fields appearing in Theorem 8.2 and 8.6 belong toa special subclass
of the self-similar fields defined in Theorem 6.2. These results indicate that the self-
similar fields defined in formula (6.6) have a much greater range of attraction if
the homogeneous functionfn in (6.6) is the constant function. The reason for the
particular behaviour of these fields is that the constant function is analytic, while
a general homogeneous function typically has a singularityat the origin. A more
detailed discussion about this problem can be found in [24].
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D The space of infinitely differentiable functions with compact support
D ′ The space of generalized functions on the space of test function D

d(A) The diameter of the setA
ExpHG and ExpKµ The Fock space
G(·) The spectral measure of a stationary discrete or generalized random field
Gn

v→ G0 The vague convergence of the locally finite measuresGn to the locally
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Hn(x) The Hermite polynomial of ordern with leading coefficient 1
H The (real) Hilbert space of square-integrable random variables measurable

with respect to theσ -algebra generated by the random variables of a previously
defined Gaussian random field

H1 The smallest subspace of the Hilbert spaceH containing the elements of
underlying Gaussian field

H≤n The smallest subspace of the Hilbert spaceH containing the polyomials of
order less than or equal ton of the random variables in the underlying Gaussian
field

Hn The orthogonal completion of the subspaceH≤n−1 in the Hilbert spaceH≤n

hγ(·) The kernel function of the Wiener–Itô integral appearing in the diagram
formula and depending on the diagramγ

H̄ n
G The space of functions which can be the kernel function of ann-fold Wiener–
Itô integral with respect to a random spectral measureZG with spectral measureG

H n
G The subspace ofH̄ n

G consisting of symmetric functions
ˆ̄

H
n

G The subspace ofH̄ n
G consisting of simple functions

Ĥ n
G The subspace ofH n

G consisting of simple (and symmetric) functions
IG( fn) The normalized Wiener–Itô integral of the kernel functionfn of n variables

with respect to the random spectral measureZG
¯K n
µ The class of function which can be the kernel function of ann-fold Wiener–
Itô integral with respect to a random orthogonal measureZµ

K n
µ The subspace of ¯K n

µ consisting of symmetric functions
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ˆ̄
K n

µ The set of simple functions appearing in the definition ofn-fold Wiener–It̂o
integrals with respect to a random orthogonal measureZµ

K The Hilbert space of square integrable random variables measurable with re-
spect to theσ -algebra generated by the random variablesZµ(A) of a random
orthogonal measureZµ

K≤n The subspace ofK generated by the polynomials of the random variables
Zµ(A) of the orthogonal random fieldZµ which have order less than or equal to
n

Kn The orthogonal completion of the subspaceK≤n−1 in the Hilbert spaceK≤n

: P(ξ1, . . . ,ξn): The Wick polynomial corresponding to the polynomial
P(x1, . . . ,xn) and Gaussian random vector(ξ1, . . . ,ξn)

S The class of test functions in the Schwartz space
S c The class of complex number valued test functions in the Schwartz space
S ′ The Schwartz space of generalized functions
Sν−1 Theν-dimensional unit sphere
Sym f The symmetrization of the functionf
Tm andTt The shift operator with parameterm∈ Zν andt ∈ Rν

X(ϕ) The value of the generalized fieldX(·) at the test functionϕ
ZG(·) The (Gaussian) random spectral measure corresponding to the spectral

measureG
Z(dx) The (Gaussian) random spectral measure whose spectral measure is 1

2π
times the Lebesgue measure on[−π,π)

Zµ(·) The random orthogonal measure corresponding to the measureµ
Zν The set of lattice points in theν-dimensional space with integer coordinates
Γ (n1, . . . ,nm) The space of diagrams in the diagram formula
Γ̄ The space of closed diagrams
|γ| The number of edges in a diagramγ
µn

w→ µ The weak convergence of the probability measuresµn to the probability
measureµ

ξN
D→ ξ0 The convergence of the random variablesξN to the random variableξ0

in distribution, i.e. the weak convergence of the distributions ofξN to the distri-
bution ofξ0

Πn The group of permutations of the set{1, . . . ,n}
ρp(µ ,ν) The Prokhorov metric of the probability measuresµ andν
χA(·) The indicator function of the setA.
χ̃n(x) The Fourier transform of the indicator function of the unit cube

ν
∏

p=1
[n(p),n(p) +1), wheren = (n(1), . . . ,n(p))

⊖ The orthogonal completion of a subspace of a Hilbert space
˜ Fourier transform
∗ Convolutions
∆
= Identity in distribution
⇒ Stochastic convergence∫ ′ Wiener–It̂o integral with respect to a random orthogonal measure
[x] Integer part of a real numberx
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Abstract:
Chapter 1

We formulate the main problems discussed in this paper together with the most im-
portant notions needed in their discussion. In particular,we introduce the notion
of generalized random fields and also explain at a heuristic level why its introduc-
tion is useful for us. We finish this chapter with a sub-chapter that contains a short
summary about some useful results in the theory of generalized functions.

Chapter 2

We introduce the notion of Wick polynomials which are natural multi-variate ver-
sions of Hermite polynomials. We present their most important properties, and we
give with their help a decomposition of the Hilbert space of square integrable ran-
dom variables measurable with respect to a stationary Gaussian random field to the
direct sum of orthogonal, shift invariant subspaces.

Chapter 3

We present the correlation function of a Gaussian stationary field as the Fourier
transform of a spectral measure and construct with its help a(Gaussian) random
spectral measure. Then we express a stationary Gaussian field itself as the Fourier
transform of this random spectral measure. We also describethe most important
properties of spectral and random spectral measures. The proofs heavily depend on
a classical result of analysis about the representation of so-called positive definite
functions as the Fourier transform of positive measures andon its version about gen-
eralized functions. Hence we finish this chapter with a sub-chapter where we discuss
these results, called Bochner and Bochner–Schwartz theorems in the literature.

Chapter 4

Here we introduce the multiple Wiener–itô integrals with respect to a Gaussian ran-
dom spectral measure and prove some important results aboutthem.

Chapter 5

Here we prove the most important result about multiple Wiener–Itô integrals, the
so-called diagram formula together with some of its consequences. In the diagram
formula we rewrite the product of Wiener–Itô integrals in the form of a sum of
Wiener–It̂o integrals and also give a formula (with the help of some diagrams) about
the calculation the kernel-functions of the integrals appearing in this sum.

Chapter 6

We give a complete characterization of the so-called subordinated random fields of a
stationary Gaussian random field. This result enables us to construct new, non-trivial
(subordinated) self-similar random fields, i.e. such random fields which may appear
as the limit random field in limit theorems. To tell whether the formulas defining
these subordinated random fields are meaningful or not we have to decide whether
certain classical integrals are convergent or divergent. Hence this chapter contains
some results in this direction.
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Chapter 7.

Here we discuss the original Wiener–Itô integrals with respect to a random orthogo-
nal measure. We give their most important properties and also present some results
about their relation to the Wiener–Itô integrals with respect to a random spectral
measure and to the classical Itô integrals of a stochastic process.

Chapter 8.

Here we present some non-trivial limit theorem where the limit is a non-Gaussian
self-similar field. The results of the previous chapters mayexplain at a heuristic
level why such results should hold. But a rigorous proof demands much extra work
whose consequences may be interesting in themselves.


